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Abstract—The need for video summarization originates pri-
marily from a viewing time constraint. A shorter version of the
original video sequence is desirable in a number of applications.
Clearly, a shorter version is also necessary in applications where
storage, communication bandwidth and/or power are limited. In
this paper, our work is based on a MINMAX optimization for-
mulation with viewing time, frame skip and bit rate constraints.
New metrics for missing frame and video summary distortions are
introduced. Optimal algorithm based on dynamic programming
is presented along with experimental results.

Index Terms—Dynamic programming, rate-distortion optimiza-
tion, video analysis, video summarization.

I. INTRODUCTION

THE DEMAND for video summarization originates from
viewing time constraints, as well as communication and

storage limitations, in security, military, and entertainment
applications. For example, in an entertainment application, a
parent may want to stream a video summary of the child’s
soccer game to the other part at voice data rate over the existing
2G/2.5G wireless network. In a security application, a super-
visor might want to see a 2-min summary of what happened
at airport gate B20, in the last 10 min. In a military situation a
soldier may need to communicate tactical information utilizing
video over a bandwidth-limited wireless channel, with a battery
energy limited transmitter. Instead of sending all frames with
severe frame signal-to-noise ratio (SNR) distortion, a better
option is to transmit a subset of the frames with higher SNR
quality. A video summary generator that can select frames based
on an optimality criterion is essential for these applications.

There are also video skim and video retrieval results that in-
corporate object and semantic level information/preference in
generating video skims/summaries. An example is soccer video
summarization in [4] and video skim work in [29]. In this paper,
we do not cover this type of problems and the formulations do
not depend on extracting object level and semantic information.

The solutions to the summarization problem are typically
based on a two step approach: first identifying video shots
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from the video sequence, and then selecting “key frames”
according to some criterion from each video shot, [9], [15],
[20]. A comprehensive review of past video summarization
results can be found in the introduction sections of [8] and [31],
and specific examples can be found in [2], [3], [6], [8], [24],
[28], and [32]. Some of the main ideas and results among the
previously published results are briefly discussed next.

Zhuang et al. [32] proposed an unsupervised clustering
method. A video sequence is segmented into video shots by
clustering based on color histogram features in the HSV color
space. For each video shot, the frame closest to the cluster
centroid is chosen as the key frame for the video shot. Notice
that only one frame per shot is selected into the video summary,
regardless of the duration or activity of the video shot.

Hanjalic et al. [8] developed a similar approach by dividing
the sequence into a number of clusters, and finding the optimal
clustering by cluster-validity analysis. Each cluster is then rep-
resented in the video summary by a key frame. The main idea
in this paper is to remove the visual redundancy among frames.

DeMenthon et al. [2] proposed an interesting alternative
based on curve simplification. A video sequence is viewed as
a curve in a high dimensional space, and a video summary is
represented by the set of control points on that curve that meets
certain constraints and best represent the curve.

Doulamis et al. [3] also developed a two step approach ac-
cording to which the sequence is first segmented into shots, or
scenes, and within each shot, frames are selected to minimize
the cross correlation among frames’ features.

Sundaram and Chang [28] use Kolmogorov complexity as
a measure of video shot complexity, and compute the video
summary according to both video shot complexity and addi-
tional semantic information under a constrained optimization
formulation.

For the approaches mentioned above, various visual features
and their statistics have to be computed to identify video shot
boundaries and determine key frames by thresholding and
clustering. In general such techniques require two passes and
are rather computationally involved. They do not have smooth
distortion degradation within a video shot and are heuristic in
nature.

Since a video summary inevitably introduces distortions at
the play back time and the amount of summarization distor-
tion is related to the “conciseness” of the summary, we for-
mulate this problem as a rate-distortion optimization problem.
Rate here can be either the temporal rate, which is the ratio
of the number of frames selected in the video summary versus
that in the original sequence or the actual bit rate. We assume
that the summarization distortion is introduced by the missing
frames. We introduce a new frame distortion metric based on
principal component analysis (PCA). The sequence temporal
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distortion is then modeled as the maximum frame distortion in-
troduced by the summarization, hence the name MINMAX op-
timal summarization.

For a given temporal rate constraint, we formulate the optimal
video summary problem as finding a pre-determined number
of frames that minimize the temporal distortion. On the other
hand, for a given temporal distortion constraint, we formulate
the problem as finding the smallest number of frames that satisfy
the distortion constraint. The formulation is also extended to
include bit rate constraint as well.

The paper is organized as follows. In Section II, we present
the formal definitions and the rate-distortion optimization for-
mulations of the optimal video summary generation problem.
In Section III, we present our optimal video summary solution
to the temporal distortion minimization formulation. In Sec-
tion IV, we discuss the optimal video summary solution for the
rate minimization formulation. In Section V, we present and dis-
cuss some of our experimental results for various algorithms. In
Section VI, we draw conclusions and discuss future research
directions.

II. MINMAX RATE-DISTORTION OPTIMIZATION: DEFINITIONS

AND FORMULATIONS

A video summary is a shorter version of the original video
sequence. Video summary frames are selected from the original
video sequence and form a subset of it. The reconstructed video
sequence is generated from the video summary by substituting
the missing frames by the previous frames in the summary (ze-
roth-order hold). Clearly, if we can afford more frames in the
video summary, or more bits to encode the summary, the dis-
tortion introduced by the missing frames will be less severe.
On the other hand, more frames in the summary take longer
time to view, require more bandwidth to communicate and more
memory to store them. To express this tradeoff between the
quality of the reconstructed sequences and the number of frames
in the summary, we introduce first certain definitions and as-
sumptions and then proceed with the problem formulations.

A. Summarization Rate and Distortion Definitions

Let a video sequence of frames be denoted by
. The video sequence is either ob-

tained in uncompressed format directly from video camera, or
in the form of completely decoded sequence from compressed
bit streams. Let the sequence ’s video summary of frames
be , in which denotes the th
summary frame. The summary is completely determined by
the frame selection process , which
has an implicit constraint that .

The reconstructed sequence is ob-
tained from the summary by substituting missing frames with
the most recent frame that belongs to the summary , that is

(1)

Let the distortion between two frames and be denoted by
. Clearly, there are various ways to define the frame

distortion metric (an example will be presented in Sec-
tion V). However, the optimal solutions developed in this paper

are independent of the definition of this frame metric. To charac-
terize the sequence level summarization distortion, we use the
maximum frame distortion between the original sequence and
its reconstruction, given by the summarization distortion as

(2)

The maximum distortion criterion is chosen instead of the av-
erage distortion criterion in this case, because it results in more
uniformly distributed frame distortion, as is discussed in [27].
The maximum distortion criterion is also found to be a good
metric that matches the subjective perception of the distortion.
The summarization temporal rate of the summarization process
is defined as the ratio of the number of frames selected into the
video summary , over the total number of frames, in the orig-
inal sequence that is

(3)

Notice that the temporal rate is in the range .
In our formulation we also assume that the first frame of the
sequence is always selected into the summary, i.e., .
Thus, the rate can only take values from the discrete set

. This initial condition is nec-
essary, because in computing the summarization distortion, we
need to compute the frame distortion between and the recon-
structed frame , as in (1). If the first frame of the summary
is some , with , then the frame distortion at

is not defined.
For example, for the video sequence

and its video summary , the reconstructed
sequence is given by , the
temporal rate is equal to , and
the temporal distortion computed from (2) is equal to

.
Alternatively, we can use the actual number of bits to express

the rate of the summary, that is

(4)

where is the number of bits required to encode the sum-
mary frame . Notice that the actual number of bits needed in
encoding a summary frame depends on the coding scheme and
desired distortion level for the frame. We assume a bit number
is assigned to each frame according to some rate profiler [10] to
achieve desired, constant, or near constant peak SNR (PSNR)
distortion level among summary frames. Studies show that
large fluctuations in PSNR distortion among video frames are
very annoying to viewers. Furthermore, for a given bit budget
per frame, and a given encoding scheme (for example, motion
JPEG, or H.263), the allocation of bits to achieve the desired
distortion level can be performed in a rate-distortion optimal
manner as described in [23] and [26].

B. Rate-Distortion Optimization Formulations

Video summarization can be viewed as a lossy compres-
sion process and a rate-distortion framework is well suited
for solving this problem. Classical rate-distortion theory [1]
characterizes the relation between bit rate and reconstruction
distortion for information sources with known distribution
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and quantization-coding scheme. However, for video sources,
where the precise distribution of the source is not known and
there is no closed form expression of relation between rate
and distortion, operational rate-distortion (ORD) theory and
schemes are used to achieve good rate-distortion performance.
Examples can be found in [25]–[27].

In [17] and [18], we formulate and solve the summarization
problem as an operational rate-distortion problem using the av-
erage frame distortion as the summarization distortion. How-
ever, using the maximum frame distortion as the summary dis-
tortion is more appropriate in cases where near constant per-
ceived distortion is desired. Using the definitions introduced in
the previous section, we now formulate the video summarization
problem as a rate-distortion optimization problem. For a given
constraint on the maximum summarization distortion , we
try to minimize the summarization rate, that is,

Formulation I: Minimum rate optimal summarization
(MROS)

(5)

where and are defined in (2), and (3) or (4) re-
spectively. The optimization is over all possible video summary
frame selections , that contain no more than

frames for the temporal rate constrained case. For
the bit rate constrained case, the optimization is over both the
total number of summary frames, , and the summary frame
selection, , such that the total bits needed to
encode does not exceed .

In addition to the rate constraint, we may also impose a con-
straint on the maximum number of frames that can be skipped
between successive frames in the summary . Such a constraint
imposes a form of temporal smoothness and can be a useful fea-
ture in various applications, such as surveillance. Its MROS for-
mulation can be written as

(6)

Alternatively, we can formulate the optimal summarization
problem as a summarization distortion minimization problem.
For a given summarization rate constraint in either tem-
poral rate or bit rate form, the optimal video summary is the one
that MINimizes the MAXimum frame distortion (MINMAX),
that is:

Formulation II: Minimum distortion optimal summarization
(MDOS)

(7)

The optimization is over the summary length , and all pos-
sible summary frame selections . We may also

impose a skip constraint on the MDOS formulation, as
given by

(8)

The solutions to the MROS and MDOS formulations are
given in Sections III and IV, respectively.

III. SOLUTION TO THE MROS FORMULATION

For the MROS formulation in (5), if there are frames in
the original sequence, and can only have frames in the video

summary, there are

feasible solutions, assuming the first frame is always in
the summary. When and are large the computational cost in
exhaustively evaluating all these solutions becomes prohibitive.
Clearly, a more efficient solution is needed. We observe that
the MROS problem has a certain built-in structure that can be
exploited to find such an efficient solution.

A. Rate Minimization Recursion

The MROS problem can be solved in stages. For a given cur-
rent state of the problem, future solutions are independent from
past solutions. Exploiting this structure, a dynamic program-
ming (DP) solution based on [30] and [27] is developed.

Let the summarization distortion state for the video sequence
segment starting with the summary frame selection and
ending with the next summary frame be

if

else
(9)

which is the distortion introduced by dropped frames following
frame up to the next summary frame selection . Notice that
in (9) when the maximum frame skip constraint is present,
the distortion state of the segment is set to infinity if the skip
constraint is violated. Let the rate of this sequence segment be

if
otherwise

(10)

which means that if the sequence segment distortion is larger
than the maximum allowable distortion, there is no feasible rate
solution for the segment. If the sequence segment has an ad-
missible distortion state, i.e., , the rate of the
segment is represented by the cost of including frame into
the summary. If the rate constraint is in the form of the temporal
rate, , the cost is represented by the number of frames. If
the rate constraint is in the form of the bit rate , the cost
is represented as the number of bits needed to encode frames.
Therefore, we have (11) shown at the bottom of the page.

if counting frames
if counting bits, intracoding
if counting bits, intercoding with MC from

(11)
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Notice that in (11) we assume that some rate profiler (for
example, [10]) can provide the bits estimate needed to encode
frames to achieve certain constant PSNR quality. With this rate
definition for the segment, the MROS problem in (5) is there-
fore equivalent to the unconstrained minimization problem of

(12)

In (12), is a virtual final frame, which does not incur any
rate cost in computation, that is, . The minimization is
over both and the frame selection . Problem
(12) can be solved recursively. Let the minimum rate for the
video summary segment starting with frame and ending with
the summary frame choice be

(13)
Notice that the first and the last frame choices and

are given in (13), therefore the minimization is over
. Then for the video segment ending with the

summary frame choice , the minimum rate is given by

if counting frames
if counting bits, intracoding
if counting bits, intercoding.

(14)

The minimization is over all feasible frame choice . The
initial condition is given by

if and counting frames
if and counting intracoding bits
if and counting intercoding bits
otherwise.

(15)

In (15) we assume that the first frame is always selected
for the summary and is intracoded. Equations (14) and (15) give
us the recursion we need to compute the solution trellis for a
Viterbi algorithm [30] like optimal solution, which is discussed
in Sections III-B.

B. DP Solution

With the minimum rate recursion developed in (14) and (15),
we propose a DP solution to the MROS problem. The optimal

Fig. 1. MINMAX MROS DP trellis examples. (a) n = 5, and no frame skip
constraint. (b) n = 5, with frame skip constraint K = 2.

rate recursion starts with the frame node and expands over all
frames that introduce admissible segment distortions and meet
the frame skip constraint. A full trellis without distortion and
frame skip constraints for with all possible frame transi-
tion arcs is shown in Fig. 1(a). Each arc , from frame
to represents the rate cost of adding frame to the summary
ending with frame in

if and counting frames
if and counting intracoding bits
if and counting intercoding bits
otherwise.

(16)
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Fig. 2. MINMAX MROS solution trellis example.

It is assumed that no arc can have infinite value in the trellis.
A similar trellis is shown in Fig. 1(b), in which a skip constraint
with is imposed. A node at epoch and frame

represents the minimum rate . It is computed by

(17)
The optimal incoming arc to node in (17) is stored

for future use. There is a virtual final frame at each epoch (in
Fig. 1, it is .). The trellis expansion stops at the virtual final
frame, and the arcs with transition into the virtual final frame is
computed as

if
else

(18)

The optimal solution to the MROS problem is therefore found
by selecting the virtual final frame nodes for

, with the minimum rate, and backtracking with
the stored optimal incoming arcs for the optimal summary frame
selection.

For the temporal rate based formulation, the minimum rate
virtual final frame node is the one with smallest epoch , as
indicated in Fig. 2 from an example MROS summary generation
for the “foreman” sequence, frames 150–157 , with
maximum skip constraint , and maximum summary
distortion constraint . The minimum temporal rate
achieved in this case is .

From Fig. 2 it is clear that the optimal MROS solution is not
unique. Multiple solutions like

are all optimal solutions to the MROS formulation.
Additional constraints like the minimum coding cost in bits,
and/or the minimum average frame distortion can be applied to
determine the unique solution, if necessary.

Fig. 3. MINMAX MROS solution trellis example. (a) Optimal path for the
intercoded summary. (b) Optimal path for the intracoded summary.

For the bit rate based formulation, we assume that either in-
tracoding or intercoding with an pattern has been
implemented. A rate profiler finds the appropriate bit allocation

for intracoding frame , and for feasible intercoding
frame based on prediction on frame . Then the DP trellis
is built recursively with (16) and (17). The optimal solution is
found by identifying the virtual final frame nodes with the min-
imum , and backtracking by utilizing the stored arcs for
the optimal MROS summary frame selection.

The example for the “foreman” sequence in Fig. 2 is shown
in Fig. 3(a) for the intercoded case, and Fig. 3(b) for the intra-
coded case, respectively. The dotted lines represent arcs which
were active for the temporal rate case but are removed for the
bit rate case. Unique solutions are obtained in both cases. The
solution in Fig. 3(a) is for the intercoded case, and
the solution is for the intracoded case in Fig. 3(b).
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C. Computational Complexity

The computational complexity in terms of the number of arc
evaluations in the DP solution, for an -frame MROS problem,
with frame skip constraint , can be upper-bounded by

since there are total nodes at each epoch , and for each
node there can be at most incoming arcs. It is clear that the
DP solution has a polynomial complexity . Obviously, if
we have a more stringent constraint on the frame skip (smaller

), the number of arcs in the DP trellis can be reduced, as
shown in Fig. 1. But this may make some lower temporal rate
summarization not feasible because some potentially useful arcs
are removed. If we have a larger , more arcs need to be
evaluated in the DP trellis, which could potentially give a lower
rate solution.

IV. SOLUTION OF THE MDOS FORMULATION

For the MDOS formulation, we minimize the maximum dis-
tortion of the video summary for a given rate constraint in either
number of frames in the summary or bits available for summary
encoding. Considering the temporal rate constrained case, for a
given temporal rate constraint of , one solution is

to search all possible frame selection combinations

to find the one with minimum maximum distortion. Clearly, this
is not practical due to the exponential increase in computational
complexity with the number of frames for the problem. This ap-
proach is not practical for the bit rate constrained case either.

A solution is to consider the MROS problem and solve the
MDOS problem by searching through the hull of the ORD func-
tion. The ORD function provides the achievable rate-distortion
performance of a specified coding scheme. In the context of
MINMAX video summarization, the ORD function is defined
as

(19)

which is the minimum rate achievable for a given maximum dis-
tortion constraint, . The rate can be the bit rate or the tem-
poral rate. An example of the ORD function using the temporal
rate for the “foreman” sequence is shown in Fig. 4.

The ORD function is not continuous, as a range of
values can result in the same optimal rate. One important prop-
erty of the ORD function is that it is nonincreasing with .

Lemma 1: is a nonincreasing function.
Proof: For the MROS problem with distortion constraint

, let the optimal summary be with frame selection
, for some , and the resulting

minimum rate be . Then for a new summariza-
tion distortion constraint , the new optimal summary

can not have . This can be proved by con-
tradiction. Because arcs in the solution path are

Fig. 4. Example of the operational temporal rate-distortion function.

all satisfying the constraint , and we have
, then we have . Therefore, is em-

bedded in the DP trellis of the MROS problem with new dis-
tortion constraint , and since is the minimum rate by
definition, cannot be smaller than . This contra-
dicts the assumption of .

Lemma 1 is quite intuitive, since relaxing the distortion con-
straint always opens up more feasible frame transition arcs in the
DP trellis, thus makeing a solution path with smaller rate pos-
sible. Since the ORD function is a nonincreasing function of the
distortion threshold , the MDOS problem can be solved
efficiently by a bisection search [5] on the ORD function.

For a given rate constraint of , the algorithm starts with
an initial maximum frame distortion bracket and ini-
tial rate bracket , such that is in the initial rate
bracket. Then a new distortion middle point is computed as

. Solve for its optimal rate
, with the MROS DP algorithm, and find the new rate

bracket by replacing either or with , such that the
rate constraint is within the new rate bracket. The distor-
tion bracket is then replaced with the corresponding distortion
pair . The process will continue until the rate bracket
boundaries converge to . At this point, the search may stop,
and the final MROS solution is chosen as the solution to the
MDOS problem.

Since the ORD function is a piecewise constant function, we
would like to avoid values that do not result in rate change
in the MROS problem, especially when the bisection search is
close to the solution point. This is achieved by creating a sorted
discrete set of frame distortion values given by

. The bisection search is therefore performed on with a
maximum size of for the nonframe skip constrained
case, and for the frame skip constrained case.
The resulting MDOS problem solution is quite efficient with a
computational complexity of of that of the MROS
problem.
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V. EXPERIMENTAL RESULTS

A. Frame Distortion Metric

A perceptually meaningful frame distortion metric
with reasonable computational cost is important in our summa-
rization effort. There are a number of ways to compute the frame
distortion. Although the proposed DP solution does not depend
on any specific distortion metric, we discuss in this section var-
ious choices and the one we developed and adopted in our sum-
marization experiments.

Mean squared error (MSE) has been widely used in image
processing. However, as is well known, it does not represent
well the visual quality of the results. For example, a simple one-
pixel translation of a frame with complex texture will result in
a large MSE in the original frame size, although the perceptual
distortion is negligible. There is work in the literature addressing
perceptual quality issues, but such algorithms primarily address
the distortion between an image and its quantized versions, not
the distortion among different frames.

The color histogram-based distance is also a popular choice
[31], but it may not perform well either, since it does not re-
flect changes in the layout and orientation of images. For ex-
ample, if a large red ball is moving in a green background, even
though there are a lot of “changes,” the color histogram will stay
relatively constant. The computational cost of generating color
histogram is also high for larger frame sizes. In [16], we also
experimented with a frame distortion metric that utilizes both
color distance and motion activity.

For a frame distortion metric that is effective in reflecting the
subjective perception of the distortion among different summary
frames, we use the weighted Euclidean distance in the PC space
of the scaled video frames. The video frames are first scaled into
smaller sizes of 8 6, 11 9, or 16 12 pixel frames. The ben-
efit of the scaling is to reduce noise and local variance such that
the frame distortion is evaluated at a proper resolution. It also
benefits the subsequent PCA by reducing the dimensionality of
the data. The number of sample frames available for PCA is al-
ways limited and the reduced dimensionality makes the covari-
ance matrix estimation from the limited data more accurate.

The PCA transform is found by diagonalizing the covari-
ance matrix of the frames [14], [21], and selecting the desired
number of dimensions corresponding to the largest eigenvalues.
Therefore, the frame distortion metric is given by

(20)

where denotes the scaling process, and is the truncated
PCA transform. In our experiment we randomly selected
3200 frames from various video clips and scaled the frames to
8 6 pixels before performing PCA. The resulting 48 eigen-
values are plotted in Fig. 5. Notice that most of the energy
is captured by the bases corresponding to the first 6 (83%
energy) to 12 (92.3% energy) largest eigenvalues. Therefore,
our adopted PCA transform matrix has dimension 6 48.

Experimental results with this frame distortion metric
are shown as frame-by-frame distance plots in
Fig. 6 for the “foreman” sequence in the upper plot and the
“mother–daughter” sequence in the lower plot. The curves
seem to reflect well the perceptual changes in the sequences.

Fig. 5. Eigenvalues resulting from scaling and PCA.

Fig. 6. Frame-by-frame distortion d(f ; f ) plot for the “foreman” and
“mother–daughter” sequences.

For the “foreman” sequence, frames 1–200 contain a talking
head with few visual changes, therefore the frame-by-frame
distortion remains low for this period. There is a hand waving
occluding the face around frames 253–259, thus we have
spikes corresponding to these frames. There is the camera
panning motion around frames 274–320, thus we have high
values in for this time period as well. Similar
observations for the frame-by-frame distortion curve can also
be computed from the “mother–daughter” sequence. Notice
that the “foreman” sequence is more “eventful” than the
“mother–daughter” sequence and this overall activity level is
also captured by the curves.

The PCA feature based frame distortion metric can be made
flexible to different applications and user preference. For ex-
ample, the eigen values learnt from PCA process can be ap-
plied to normalize the metric. Also some other local weighting
schemes can be trained from user studies to better reflect the
human perception.

From the experiment shown in Fig. 6 and other experiments
with a variety of video sequences, and it seems that the metric
in
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Fig. 7. Video shot cut detection by thresholding on the frame-by-frame
distortion curve.

(20) is fairly accurate in depicting the distortion or the dissimi-
larity between frames, while at the same time keeping the com-
putation at a moderate level for the summarization algorithm.

B. Video Shot Segmentation

Video shot segmentation [9] is a challenging problem. For the
purpose of the video summarization, if video shot cut bound-
aries are detected, then we can break an -frame video sequence
into video shots of , (for ) frames each.
Then the -frame summarization problem is transformed into
multiple summarization problems of smaller sizes . Since the
frame distortion across the shot boundary is much higher than
the MROS distortion constraint , this eliminates the frame
transition arc evaluation across the shot boundaries and greatly
improves the efficiency of the DP algorithm.

The frame distortion metric developed in the previous section
is well suited for the shot cut detection task. For the MROS for-
mulation, we assume that a frame is at a video cut boundary
if

(21)

where is the frame skip constraint, and is
the cut detection threshold. Using (21) to segment the sequence,
it is guaranteed that the optimal summarization solutions ob-
tained for each shot result in an optimal solution for the whole
sequence. Clearly, the computational cost has been considerably
reduced by this segmentation process, since the complexity is
polynomial with respect to the video sequence length .

A shot cut detection example is shown in Fig. 7. The cut dis-
tortion and the resulting cut detection is plotted for a mixed
sequence of 600 frames with 60-frame segments from ten se-
quences: “fish,” “coast guard,” “container,” “fun fair,” “cubicle,”
“mother–daughter,” “foreman,” “table tennis,” “toy train,” and
“weather forecast.” The threshold is set at , and the
skip constraint is . The actual value of at the
shot boundaries is truncated to . We always assume that
the first frame is at a shot cut. Clearly, the cut detection is
accurate in this case.

Notice that the purpose of cut detection here is to help reduce
the computational complexity by breaking a large size problem

into multiple smaller size ones, while preserving the optimality
of the solution. Therefore, even if cuts are missed or misclassi-
fied, it will not affect the optimality of the solution.

C. Summarization Simulation Results

We tested the proposed algorithms with a number of se-
quences. Some of the results are encoded into H.263 streams for
subjective evaluation. In the following we report and discuss the
results with a 150-frame segment of the “foreman” sequence.

For the MROS formulation with temporal rate, the video sum-
mary frame selections and resulting sequence distortions are
plotted in Fig. 8. In Fig. 8(a), the results for the “foreman” se-
quence frames 150–299, with maximum distortion

, and no frame skip constraint are shown. The upper plot
is the summary frame selection plotted as vertical lines against
the dotted curve of the frame-by-frame distortion ,
which gives an indication of the activity within the sequence.

It is clear from the plot that more frames are selected into the
summary at high activity regions as expected. The bottom plot
shows the summarization distortion at each frame, ,
between the original sequence and the reconstructed sequence
from the video summary. The resulting distortions are all below
the constraint , as indicated in the plots.

The results for the same sequence segment with frame skip
constraint are shown in Fig. 8(b). Notice that with
the skip constraint more frames ( versus ) are
needed to achieve the same maximum frame distortion. When
the distortion threshold and skip constraint are re-
laxed, the resulting summary rate goes up, as shown in Fig. 8(c).
The pattern of summary frame selection still shows concentra-
tion in high activity regions, as expected.

For the MROS problem with bit rate, the results for the
same sequence are plotted in Fig. 9(a) for the intercoded case
and Fig. 9(b) for the intracoded case. Comparing the results
of Fig. 8(b) with that of Fig. 9(a) and (b), we notice that for
the same distortion and frame skip constraints, the solution
summaries to the MROS problem are different.

The DP algorithm achieves graceful degradation of the
MROS summaries, as the distortion threshold is relaxed.
This is shown in Fig. 10 as the operational temporal rate-dis-
tortion function curves for the “foreman” sequence segment
( , ) and the “mother–daughter” segment
( , ). Notice that the ORD function curve is
content dependent. For the same distortion the higher activity
sequence (“foreman”) requires larger temporal rate as expected.

For subjective evaluation of the summarization results, we
generated video summaries at different distortion levels for
various sequences. Their summarization distortion level ,
spatial distortion as luminance field PSNR, the number of
frames , temporal rate , and resulting bit rates
are summarized in Table I below.

The summaries in Table I are encoded using the TMN imple-
mentation of H.263.1

Overall, the summaries exhibit a graceful degradation of
their visual quality when is relaxed, as shown in Table I
for the “foreman,” “Stefan,” and “mother–daughter” sequences.

1The summary bit streams are available for subjective evaluation at:
http://ivpl.ece.northwestern.edu/~zli/new_home/demo/minmax/minmax.html.
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Fig. 8. MROS summarization results with temporal rate. (a) “foreman”
sequence frames 150–299, n = 150, D = 4, no skip constraint. Results:
m = 43, distortion: max = 3:91, mean = 1:77. (b) “foreman” sequence
frames 150–299, n = 150, D = 4, K = 10. Results: m = 45,
distortion: max = 3:91, mean = 1:60. (c) “foreman” sequence frames
150–299, n = 150, D = 8, K = 50,. Results: m = 20, distortion:
max = 7:92, mean = 4:04.

The summaries can be encoded at low bit rates for video
deployment on 2G/2.5G networks.

Fig. 9. Summarization experimental results. (a) “foreman” sequence frames
150–299, n = 150, D = 4, K = 10. Results: m = 45, intercoding
bits = 467064, distortion: max = 3:94, mean = 1:63. (b) “foreman”
sequence frames 150–299, n = 150,D = 4, K = 10. Results: m =

45, intracoding bits = 1235136, distortion: max = 3:94, mean = 1:57.

D. Summarization Computational Cost

In our simulation, we use uncompressed, QCIF sized YUV
sequence as input. The algorithms are implemented in Matlab
and running on a 2.4-GHz Pentium PC. The code is not opti-
mized for speed. For the “foreman” sequence, starting at frame
150, we generated 4 MINMAX summaries with various num-
bers of frames. The associated computational cost is summa-
rized in Table II below.

The MROS parameters are given as , and , while
the number of frames in the resulting summaries is . de-
notes the summarization algorithm execution time, and
is the time spent on encoding the summaries. It takes about 0.5,
3, and 23 s to summarize 50, 100, and 200-frame sequences, re-
spectively. Obviously, the performance can be further improved
by a more efficient implementation. Notice that as the size of
the sequence doubles, the computational cost increases seven
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Fig. 10. Operational temporal rate-distortion curves.

TABLE I
RATES AND DISTORTION LEVELS OF MROS SUMMARIES

TABLE II
SUMMARIZATION COMPUTATIONAL COST FOR THE “FOREMAN” SEQUENCE

times. This is the motivation for performing shot segmentation
so that multiple smaller size problems are solved instead of
solving the original large size problem in one shot.

When the computational power and/or buffer size are very
limited, a greedy constrained skip algorithm similar to [16] can
be applied to achieve near optimal results. The algorithm oper-
ates as follows: it starts by selecting frame into the summary,
and setting the last summary frame indicator as . Then
frames are skipped until frame satisfies, ,

Fig. 11. Performance of the greedy algorithm.

or ; then we update , and repeat the process
until the last frame is reached. The greedy algorithm perfor-
mance is summarized in Fig. 11 below, in comparison with the
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optimal DP-based solution, for segments from the “foreman,”
“mother–daughter,” and “Stefan” sequences.

The greedy algorithm offers relatively good performance,
especially when the sequence is not very “active” like, for
example, the “mother–daughter” sequence. The computational
cost of the greedy algorithm is extremely low, and therefore it
can be a valuable alternative to the optimal solution in applica-
tions where computational power and buffer size are extremely
limited, e.g., a video mobile phone.

VI. CONCLUSION AND FUTURE WORKS

In this paper we proposed a MINMAX rate distortion opti-
mization framework for the optimal video summary generation
problem. We introduced a new frame distortion metric that is
well suited for video summarization and video shot cut detec-
tion. We developed the optimal algorithms to solve both the rate
minimization (MROS) and the distortion minimization (MDOS)
formulations with different summarization rates. The resulting
summaries are optimal in the MINMAX sense, and the subjec-
tive evaluation of the summaries showed that the algorithm can
operate at very low bit rate yet offer reasonably good visual
quality.

For the case when the computational and buffering capabili-
ties are extremely limited, a heuristic constrained skip algorithm
is also developed, which provides a valuable alternative solu-
tion, especially for low activity sequences.

We are currently investigating the optimal coding problem
in conjunction with the optimal summarization problem. A
strategy is being developed for the optimal coding of a video
sequence to minimizing the temporal-spatial distortion based
on both MSE and summarization distortions.
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