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Abstract

While many approaches have been proposed to estimate
and remove blur in a photo, few efforts were made to have
an algorithm automatically understand the blur desirabil-
ity: whether the blur is desired or not, and how it affects the
quality of the photo. Such a task not only relies on low-level
visual features to identify blurry regions, but also requires
high-level understanding of the image content as well as
user intent during photo capture. In this paper, we propose
a unified framework to estimate a spatially-varying blur
map and understand its desirability in terms of image qual-
ity at the same time. In particular, we use a dilated fully con-
volutional neural network with pyramid pooling and bound-
ary refinement layers to generate high-quality blur response
maps. If blur exists, we classify its desirability to three lev-
els ranging from good to bad, by distilling high-level se-
mantics and learning an attention map to adaptively local-
ize the important content in the image. The whole frame-
work is end-to-end jointly trained with both supervisions of
pixel-wise blur responses and image-wise blur desirability
levels. Considering the limitations of existing image blur
datasets, we collected a new large-scale dataset with both
annotations to facilitate training. The proposed methods
are extensively evaluated on two datasets and demonstrate
state-of-the-art performance on both tasks.

1. Introduction

Image blur is very common in natural photos, arising
from different factors such as object motion, camera lens
out-of-focus, and camera shake. In many cases it is un-
desired, when important regions are affected and become
less sharp; while in other cases it is often desired, when
the background is blurred to make the subject pop out, or
motion blur is added to give the photo artistic look. Many
research efforts have been made to either detect the un-
desired blur and subsequently remove it [22, 11, 37, 4],
or directly estimate the desired blur and then enhance it
[2, 38, 23, 8, 21]. However, there are rather limited efforts
to have an algorithm automatically understand whether such
blur is desired or not in the first place, which would be very

Figure 1. Problem statement. Given the natural photos in the left
column, we generate their corresponding blur maps and estimate if
the blur is desirable. Brighter color indicates higher blur amount.

useful to help users categorize photos and make correspond-
ing edits, especially with the dramatic growth in the number
of personal photos nowadays. It can also be used to estimate
photo quality and applied in photo curation [31], photo col-
lage creation [20], image quality and aesthetics [15], and
video summarization [16].

Understanding blur desirability in terms of image qual-
ity nevertheless is not trivial and in many cases very chal-
lenging, as it not only requires accurate spatially-varying
blur amount estimation, but also needs to understand if the
blurry regions are important from the perspective of im-
age content and sometimes user’s intent when capturing the
photo. Take the examples in Fig.1 for instance, both images
in the first and second row are with depth-of-field effect.
Yet the first one is regarded as a good photo while the sec-
ond one is considered bad by most people, only because we
think the blurry runners are the subject intended to be cap-
tured and more important than other content in the scene.
The blur desirability in the third example is somewhere in
between, as even though the tennis racket and the right arm
of the player are blurred, her major body and face are clear,
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which conveys the most important information in the photo.
Motivated by this observation, we propose a novel al-

gorithm for image blur understanding by fusing low-level
blur estimation and high-level understanding of important
image content at the same time. Given an image, our ap-
proach can automatically determine if blur exists in the im-
age, and if exists, can accurately estimate spatially-varying
blur amount and categorize the blur desirability in terms of
image quality to three levels: Good, OK, and Bad, as shown
in Fig.1. Specifically, we propose a unified ABC-FuseNet,
a deep neural network that jointly learns the attention map
(A), blur map (B), and content feature map (C), and fuses
them together to detect if there is blur on important content
and estimate the blur desirability. The pixel-wise blur map
estimation is based on a dilated fully convolutional network
(FCN) with specifically designed global pyramid pooling
mechanism. The local and global cues together make the
blur map estimation more reliable in homogeneous regions
and invariant to multiple object scales. The entire network
is end-to-end jointly trained on both pixel-wise blur map
estimation and image-level blur categorization.

Solving such a problem is in need of a large dataset
with both pixel-level blur amount annotation and image-
level blur category supervision. Considering the limitations
of existing blur image dataset in both quality and quantity,
we collect a new dataset SmartBlur, containing 10; 000 nat-
ural photos with elaborate human annotations of both pixel-
level blur amount and image-level blur categories, to facili-
tate our training and evaluation. Contributions of this paper
are summarized as follows:

� To the best of our knowledge, our work is the first at-
tempt to detect spatially-varying blur and understand
image blur in terms of image quality at the same time.
In particular,we propose an end-to-end trainable neural
network ABC-FuseNet to jointly estimate blur map, at-
tention map, and content feature map, which are fused
together to understand important content in the image
and perform final blur desirability estimation.

� We collect a large-scale blur image dataset SmartBlur,
containing 10; 000 natural photos with annotations of
both pixel-level blur amount and image-level blur de-
sirability, which we plan to release in the future. Be-
sides the tasks addressed in the paper, SmartBlur can
serve as a versatile benchmark for various tasks such
as blur magnification and image deblur. Data is re-
leased at https://github.com/Lotuslisa/
Understand_Image_Blur.

� The proposed approach is extensively evaluated on
SmartBlur as well as a public blur image dataset [23].
Experimental results show it significantly outperforms
the state-of-the-art baseline methods on both blur map
estimation and blur desirability categorization.

2. Related Work

Most existing work focused on local blur detection, as-
suming the users already know the blur category (desired or
undesired) [8]. Different cues and hand-craft features are
used to estimate blur amount, such as image gradients [38],
local filters [23], sparse representation [24], local binary
patterns [33], and relevance to similar neighboring regions
[29]. Nevertheless, those hand-craft features are error-prone
as they are not robust to various conditions and are lack
of semantic information. In recent years, neural networks
have proved their superiority to the conventional counter-
parts [12, 27, 32, 6]. Park et al. [21] improve the accuracy of
defocus blur estimation by combining handcrafted features
with deep features from a convolutional neural network
(CNN). This work limits its application to defocus blur esti-
mation, and often fails when detecting blurs caused by cam-
era shake. In addition, all the above-mentioned methods do
not estimate whether the detected blur is desired or not in
terms of image quality.

More recently, Yu et al.[34] learn a deep neural network
to detect photographic defects, including undesired blur.
However, there is no explicit understanding on the image
content in their learning. As a result, the model sometimes
still mis-classifies good depth-of-field effects into undesired
defects. It also suffers from low accuracy due to limited
training data in terms of both annotation quality and quan-
tity. Although image blur analysis has been an active re-
search area for recent years, we found that there are very
limited number of high-quality blur image datasets [19, 1].
The most widely used blur image dataset-CUHK [23] only
has pixel-level binarized annotations. The scale of CUHK
is also small (1000 images).

3. The SmartBlur Dataset

To train and evaluate the proposed ABC-FuseNet, we
need a large-scale dataset with both pixel-level blur amount
and image-level blur desirability annotations. However, ex-
isting datasets only contain limited number of images with
coarsely-annotated blur amount, and no annotations on blur
desirability, as shown in Table 1. Therefore, we collect a
new dataset SmartBlur, which contains 10; 000 natural pho-
tos with elaborate human annotations of both pixel-level
blur amount and image-level blur desirability to supervise
the blur map estimation and blur desirability classification.
SmartBlur provides a reliable training and evaluation plat-
form for blur analysis, and can serve as a versatile bench-
mark for various tasks such as blur magnification and im-
age deblur. In this section, we describe the data collection
and annotation with detailed statistics. More details can
be found in the supplementary material. SmartBlur will be
publicly available to promote research in blur analysis.
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