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Abstract—Chip Multiprocessors (CMP) are everywhere, from mobile systems, to servers. Thread Level Parallelism (TLP) is the characteristic of a program that makes use of the parallel cores of a CMP to generate performance. Despite all efforts for creating TLP, multiple cores are still underutilized even though we have been in the multicore era for more than a decade. Recently, a new approach called STATS has been proposed to generate additional TLP for complex and irregular nondeterministic programs. STATS allows a developer to describe application-specific information that its compiler uses to automatically generate a new source of TLP. This new source of TLP increases with the size of the input and it has the potential to generate scalable performance with the number of cores. Even though STATS obtains most of its potential, some of it is still unreached. This paper identifies and characterizes the sources of overhead that are currently blocking STATS parallelized programs to achieve their full potential. To this end, we characterized the workloads generated by the STATS compiler on a 28 core Intel-based machine (dual-socket). This paper shows that the performance loss is due to a combination of factors: some can be optimized via engineering efforts and some require a deeper evolution of STATS. We also highlight potential solutions to significantly reduce most of this overhead. Exploiting these insights will unblock scalable performance for the parallel binaries generated by STATS.
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I. INTRODUCTION

The thread-level parallelism (TLP) of a program defines the performance and the energy efficiency of a commodity system in this multicore era. Unfortunately, typical programs suffer from low—and non-scalable—TLP due to data exchanges between threads. These data exchanges are called actual dependences. This is in contrast with apparent dependences, which usually exist (and require synchronization) because a developer (or a tool) could not prove that data motion is not actually necessary (e.g., the data generated by one thread is not actually read by the other). These two types of dependences are the main cause of low TLP in today’s software, which leads to underutilized hardware cores in commodity platforms and, therefore, low performance.

To date, tremendous research effort has resulted in techniques, such as thread-level speculation, that alleviate the impact of apparent dependences [24], [29], [35], [37], [48], [49], [51], [53], [58], [60]. The results of this effort landed in some today’s commodity processors, which now include transactional memories that are required by these techniques. This is not enough. Cores are still underutilized. To truly unleash the performance potential present in current (and even more so future) hardware, we need to address actual dependences as well.

Recently, a new compiler-based approach called STATS has identified a new opportunity to generate additional TLP from nondeterministic workloads while preserving the original program semantics [20]. To this end, STATS targets a subset of actual dependences called state dependences: non-transitive dependences that update the state of a computation based on the previous state. Hence, a state dependence forms a dependence chain constraining the TLP of its program. Often, an update related to a state dependence does not depend on its previous updates that are old enough. STATS exploits this short memory property by speculating on how many state-updates a given one depends on and it splits accordingly the dependence chain. The so-generated dependence chain segments are linked back together at run-time exploiting the variations of intermediate data measured while a nondeterministic program runs. The short memory property allows STATS to generate a new source of TLP that has the potential of scaling linearly with the amount of inputs (state updates) that a program needs to process.

Intuitively, the TLP generated by STATS should translate in performance that scales linearly with the number of cores when enough inputs are processed. However, the performance increase measured on commodity multicore is sub-linear. This paper characterizes the workloads generated by STATS to understand what are the limiting factors that are blocking STATS to fulfill its potential. We show that the performance loss is composed by a combination of factors. Some of them can be eliminated by relatively simple engineering efforts, others require a deeper evolution of the STATS approach.

After further describing STATS (Section II), we expose the sources of overhead that are blocking the generated parallel binaries to achieve linear performance scaling (Section III). Then, we show the empirical evaluations of these overhead sources on a 28 core, 2 sockets Intel-based platform (Section V). Finally, motivated by our evaluations, we conclude suggesting the most promising evolutions of STATS for obtaining its full potential.

II. THE STATS APPROACH TO EXTRACT TLP

Modern nondeterministic workloads often possess dependences that serialize large portions of these programs. STATS
performs a new compiler transformation that reorganizes these dependences to create additional TLP for these nondeterministic programs. This section describes what programs STATS targets, which properties it takes advantage of to perform its transformation (Section II-A), what is the execution model STATS follows to generate additional TLP (Section II-B), and how this execution model is enforced (Section II-C).

A. State Dependence

Program’s dependences are either actual or apparent. Apparent dependences are those that a compiler (or developer) could not prove their non-existence, so the compiled program is forced to satisfy them. Dependences created by the conservativeness of alias analysis are examples of apparent dependences. Actual dependences, instead, are those that require actual data transfers while the program executes. Producer-consumer dependences are examples of actual dependences.

STATS focuses on a subset of actual dependences that are found in nondeterministic programs. These dependences are called state dependences because the data transfers that are necessary to satisfy them is related to the state of a computation [20].

A state dependence is a read-after-write actual dependence that updates the current state of the computation based on the previous computational state. Fig. 1 shows the pattern followed by a state dependence. The computation performed by the \( i \)th call of update() takes as input the state \( S_{i-1} \) of the previous computation along with the input \( I_i \). This invocation produces an output \( O_i \) and updates the computational state to \( S_i \). The new state \( S_i \) is then transferred to the subsequent call of update(). These data transfers create the state dependence.

STATS allows the developer to explicitly expose state dependences. Its compiler automatically extracts a new source of TLP from the described state dependences. An example of a nondeterministic program that possess a state dependence is bodytrack. We will use this program as a driving example in the rest of this section to describe the properties of state dependences in a real workload as well as the related TLP that STATS generates from them.

bodytrack analyzes a stream of images [5]. For each image, bodytrack identifies the human bodies found in it and it draws the edges of their body parts (e.g., legs, arms, head) over the original image. bodytrack does not know the exact position of a body within an image. Therefore, the program takes multiple guesses on where the body could be in the space. To increase the accuracy of the algorithm, bodytrack exploits the fact that where the body is at a given instant is likely to be close to where the body was an instant before. To this end, bodytrack takes random guesses on where the body is within an image \( I_i \) by distributing such guesses close to where the body was found in the previous image \( I_{i-1} \). This is performed every time there is a previous image to exploit (i.e., every image but the first one). Taking advantage of where the body was in the previous image is essential: the accuracy obtained without it is too low for practical uses. Finally, using the state (i.e., body part locations) of the computation of the previous image to process the current one creates a chain of read-after-write data dependences throughout the processing of the whole sequence of images given as input. This chain of actual dependences blocks the TLP of the original bodytrack and, therefore, its performance on multicore platforms. This is an example of state dependence.

While the location of a body depends on where it was the instant before, it does not depend on where the body was a long time ago. In other words, where the body is at image \( I_i \) does not depend on where it was in the image \( I_{i-k} \) with high \( k \). STATS takes advantage of this short memory property to generate additional TLP by enforcing the parallel execution model described next.

B. The STATS Execution Model

STATS creates additional TLP for a nondeterministic program by exploiting the short memory property of state dependences. To do so, STATS enforces a parallel execution model in the generated binary that unconventionally satisfies such dependences.

Additional TLP generated by STATS. STATS divides the computation of the original program (serialized by a state dependence as shown in Fig. 2a) into non-overlapping chunks of computation. These chunks are distributed on different threads, which run on different cores (Fig. 2b). Except for the first chunk, which is the first part of the original program, the others need an initial state to start their computation. In the original code the initial state of an input chunk comes from the processing of the last input of its respective previous chunk. STATS takes advantage of the short memory property by creating an alternative producer of the initial state for each chunk. The computation performed by an alternative producer is shown in light colored boxes in Fig. 2b; the actual program computation, instead, is represented by dark colored boxes.
An alternative producer processes only $k$ inputs ($k = 2$ in the example of Fig. 2b) prior to the first one of the related chunk, instead of processing all previous inputs like the original producer does. Therefore, the alternative producer is able to feed the initial state to its related chunk faster than the original producer could have done. Also, the chunks of computation are now independent from each other because they consume the state (e.g., where the body is in the image before the first one of the current chunk) generated by the alternative producer. This enable STATS to run these computation chunks in parallel generating additional TLP.

**Preserving the original semantics.** STATS preserves the original semantics of the program being compiled. To this end, the chunks of computation after the first one are considered speculative because it is unknown whether or not the state coming from an alternative producer (speculative state) is as good as the state that would have come from the original computation (original state). To understand whether or not these speculations can commit, STATS relies on its runtime, which commits or aborts speculations in the sequential order dictated by the original program semantics. To decide whether or not a speculation can commit, the STATS runtime compares the speculative state generated by the related alternative producer with the original state generated at the end of the previous chunk of computation. If the speculative state matches the original one, then the STATS runtime commits the current chunk of computation and move on to check the next one. If these states differ, then this difference can be due to either (i) the alternative producer did not process enough inputs prior to the current chunk of computation (i.e., the length of the short memory property was incorrectly estimated by STATS) or (ii) the data fluctuations generated by the nondeterminism of the original code. In the first case (i), the STATS runtime aborts the computation and runs it again starting from the original state generated by the previous chunk of computation (original producer). In the second case (ii), the STATS runtime commits the computation and move on to check the next one. To distinguish between these two cases, the STATS runtime processes the set of inputs prior to the current speculative chunk multiple times generating multiple original states. These original states differ because of the nondeterminism of the original algorithm. For example, in Fig. 2b the computation related to input 1 and input 2 of the first chunk that runs on core 0 can be executed multiple times, leading to multiple different original states. Finally, the STATS runtime checks if the current speculative state (generated by the alternative producer, the light colored boxes in Fig. 2b) matches one of the original states. If no original state matches the speculative one, then we are in the first case (i) and the STATS runtime aborts and restarts the current computation. Otherwise, we are in the second case (ii) and the STATS runtime commits the current computation.

**STATS design space.** The number of inputs that alternative producers process to comply with the short memory property, the maximum number of extra original states that are generated by the STATS runtime, and the length of each computation chunk are parameters related to a state dependence. Independently on how these parameters are set, the original program semantics is preserved thanks to the checks performed by the STATS runtime. However, to increase the program’s performance, these parameters need to be properly tuned to balance the likelihood of committing speculative computation with the extra computation required by the STATS execution model. The parameters create a design space that STATS automatically explores. This process is described next.

**C. The STATS System**

The STATS system is composed by three compilers, an autotuner, and a runtime. This system enforces the previously described execution model using the compilation flow shown in Fig. 3. STATS takes as input the source code of a program, extended with the STATS interface. The STATS interface is a language extension that makes state dependences explicit to STATS compilers.

The front-end compiler translates the language extension to standard C++ code, which is then given to the middle-end compiler along with the program’s sources. The middle-end compiler automatically generates alternative producer code and the design space. The design space is composed by all values that state dependence parameters can assume (e.g., number of inputs the alternative producer of a given state dependence will process).

The autotuner chooses a configuration in this design space, which is passed to the back-end compiler. The back-end compiler implements the given configuration in the program and it embeds the STATS runtime in the generated binary. This binary is then given to the profiler.

The profiler executes the binary using the developer provided training inputs and collects profiling information such as execution time and energy consumption of the program. These information are given back to the autotuner, which uses them to choose the next configuration. STATS keeps iterating the autotuner, back-end, profiler loop until it outputs the best binary that corresponds to the best seen configuration with respect to the objective that the autotuner is optimizing for (e.g., execution time).

**III. SOURCES OF OVERHEAD**

Parallel binaries generated by STATS include an additional source of TLP that has the potential to scale with the amount of input that needs to be processed. To this end, STATS introduces additional computation and inter-core communication to enforce the execution model described in Section II-B.
This additional computation and communication generates overhead in the program’s execution that blocks STATS to completely fulfill its potential. To understand how much of this overhead can be eliminated by engineering efforts and how much it requires a deeper evolution, it is important to understand and study the components of this overhead and their relative importance. This section describes such components and Section V empirically evaluates them.

A. Imbalance computation

The thread that runs the longest is the one that defines the performance of a parallel program. Therefore, the performance lost because of imbalance execution is the amount of time spent when all threads but one is running. This loss needs to be erased to scale the performance of a parallel program linearly with the number of cores. Namely, the computation needs to be perfectly balanced, so that at any point in time every core is executing some computation.

Parallel binaries generated by the STATS compiler can show imbalance computation at run-time. This is shown in Fig. 4 and it is created by having an imbalance division of the computation between threads. For example, imbalance can be created if different threads in the STATS execution model shown in Fig. 2b process different number of inputs. Another potential source of imbalance for the STATS execution model is generated by having different computation latencies for different inputs distributed between threads. Finally, imbalance can be generated if different threads start to execute their chunk of computation at different times because of thread synchronization overhead.

B. Extra computation

To implement the execution model described in Section II-B, the binary generated by the STATS back-end compiler performs extra work at run-time that was not part of the original program. What follows is a description of the components of this extra computation.

Generating speculative states. The STATS execution model (Fig. 2b) processes in parallel a sequence of inputs by splitting it into chunks. Each chunk is processed in parallel. A thread generated by STATS that processes a chunk needs to start from a computational state. Such computational state is computed by an alternative producer exploiting the short memory property of the related state dependence. In other words, the goal of an alternative producer is to predict the state that will be generated at the end of the computation of the previous chunk.

Alternative producers enable the extraction of additional TLP from the original code. To do so, they perform extra computation that was not included in the original program. An example of execution of an alternative producer is highlighted in Fig. 5. In this example, the STATS thread running on core 3 can start processing chunk 1 only after its alternative producer has generated its initial speculative state. To do so, this alternative producer processes a few inputs before the first one of chunk 1, which are the last inputs of chunk 0. The STATS thread that processes chunk 0 does not need an alternative producer because this is the first chunk of inputs and, therefore, it starts from the initial state defined by the original code. All other STATS threads process at run-time a few inputs before the beginning of the chunk assigned to them (like for the one running on core 3 of Fig. 5). The computation performed by all alternative producers is overhead tightly coupled with the STATS execution model and, as such, hard to reduce. While this source of extra work is hard to remove, Section V includes our empirical evaluation that suggests this is not the dominant overhead.

Generating multiple original states. STATS generates multiple original states at the end of each chunk of inputs to explore the space of acceptable states. For example, Fig. 5 shows that the computation of the last few inputs of chunk 0 is repeated three times, one on core 0, one on core 1, and the last one on core 2. This extra computation generates three states that differ because of the nondeterminism of the original code executed.

Having multiple states at the end of an input chunk allows the STATS runtime to decide whether or not the speculative state generated by the alternative producer of the next chunk can be accepted (and therefore the chunk that starts from it can commit). For example, the alternative producer running on core 3 in Fig. 5 generates the speculative state that will be used to start the computation of chunk 1. Before starting the computation of chunk 1, this speculative state is copied and sent to the STATS runtime, which will compare it against the multiple original states computed on cores 0, 1, and 2.

The multiple original states are generated in parallel (e.g., they are generated in parallel between cores 0 and 2 in the example shown in Fig. 5). However, this computation requires to replicate the original computation for a few inputs, multiple times (twice in the example of Fig. 5). Generating multiple original states at the end of each chunk of inputs can be an important source of overhead for STATS and, therefore, it can limit the overall performance obtained.

State comparisons. Once the multiple original states are computed as described in the previous paragraph, the STATS runtime compares them with the speculative state generated
by the alternative producer of the subsequent chunk of inputs. For example, when the thread running on core 0 in Fig. 5 has finished processing its chunk (i.e., chunk 0), it compares the multiple original states of that computational point with the speculative state generated by the alternative producer that has run on core 3. This comparison is needed to allow the STATS runtime to decide whether the subsequent chunk (e.g., chunk 1 of Fig. 5) can commit. These state comparisons are extra computation that was not included in the original program and, as such, can reduce the overall performance improvements obtained.

**Setup.** STATS needs to allocate and initialize supporting data structures to enforce the execution model described in Section II-B. These extra data structures (input lists, states, outputs, synchronization mechanisms such as mutexes and conditional variables) are allocated and initialized at the beginning of the STATS runtime (as Fig. 5 shows), before STATS threads start their computation. Moreover, they are freed when all STATS threads have ended their computation. These extra operations is what we consider the STATS setup overhead.

**State copying.** STATS splits the original sequential computation in different chunks and it processes them in parallel. Hence, the STATS execution model needs multiple copies of the computational state. This is in contrast with the original program where only a single computational state is needed.

The multiple states are created on demand by copying another one. For example, Fig. 6 shows that the first copy of the state is done at STATS setup time, when the system prepares the initial state that will then be passed to the STATS threads. Another copy of the state (speculative state in this case) is done by a STATS thread (chunk 1 in Fig. 6) to its previous STATS thread (chunk 0) that has committed, so that it can later check the quality of the speculative state. In order to check the quality of the given speculative state, chunk 0 needs to compute multiple original states, and does this in parallel. So, other state copies are necessary. All these state copies can limit the overall performance improvements obtained.

**C. Threads synchronization**

Synchronizing threads can require the program to go to the kernel (e.g., to wakeup another thread), which takes several hundreds of clock cycles. On top of that, threads usually need to wait at the synchronization point for data or signals. The combination of the extra work (going to the kernel) and waiting time, is the synchronization overhead.

STATS enforces an execution model that requires copies of the computational state to execute the computation in parallel.

**D. Sequential code**

Speedup benefits coming from a parallelization scheme can only come from the program’s region that is parallelized. Everything outside that region creates overhead that prevents a given parallelization scheme to reach ideal performance improvements.

STATS creates additional TLP only for the code region of the program affected by a state dependence. Everything that is outside this region of interest does not benefit the additional TLP generated by STATS, hence we consider it as overhead. Fig. 8 shows the computation outside the STATS region of interest with the boxes Code before STATS and Code after STATS.

**E. Mispeculation and Unreachability**

**Mispeculation.** The STATS autotuner decides the number of parallel chunks to generate based on the balance observed between the amount of parallelism extracted and the amount of mispeculation generated. The more parallel chunks, the more specifications are performed, the more potential mispeculations there are. In other words, STATS could generate more parallel chunks (and therefore performance) if all speculations commit. We classify as mispeculation the speedup lost due to having a lower number of parallel chunks (chosen by the autotuner) because some specifications abort.
Unreachability. Linear speedup is often not reached even if the parallelization does not add computation or communication to the execution as well as all speculations commit. This can happen because there are not enough parallel chunks to fully utilize all cores even when all speculations commit. We classify the speedup lost due to this aspect as unreachable.

IV. Experimental setup

This paper evaluates the potential performance roadblocks for parallel binaries generated by STATS. To this end, we run multiple experiments on an Intel-based platform. This section describes the experimental setup we have used to perform our empirical evaluations. Section V describes such evaluations.

A. Platform Setup

Our evaluation is done on a dual socket Dell PowerEdge R730 server with two Intel Xeon E5-2695 v3 Haswell processors running at 2.3GHz and capable of 9.60GT/s on the QPI interface. Each processor has 14 cores with 2-way hyperthreading, 35MB of last-level cache, and has a peak power consumption of 120W. The cores are supported by 256GB of main memory in 16 dual rank RDIMMs at 2133MHz. The OS is Red Hat Enterprise Linux Server 7.2 (kernel 3.10.0-693.21.1), with no CPU frequency governors enabled (all cores run at maximum frequency). Hyper-Threading is turned off for all experiments. Moreover, Turbo Boost is disabled. STATS is built on top of LLVM 7.0.0 [33], Racket 6.8 [23], and OpenTuner 0.8 [4].

B. Statistics

Convergence. Each data point we show is an average of repeated runs. We evaluate the relevant configuration as many times as necessary to achieve a tight confidence interval where 95% of the measurements are within 5% of the median.

Autotuning time and configurations explored. Each benchmark has a unique design space. This impacts the time the autotuner needs to find a good configuration and the number of configurations explored. To address this issue, we customized the autotuning time on a per benchmark basis, which ranged from 2 to 72 hours. Within this autotuning time window, the number of configurations analyzed varied from 89 to 342.

States and threads created. The STATS execution model creates additional computational states and threads that were not present in the original benchmarks. These extra resources are needed to create additional TLP, generate the speculative state and extra original states, and produce the auxiliary code. Table I shows the total number of threads, computational states, and their size in bytes, that STATS creates for each benchmark when using 28 cores. Notice that the number of threads created is greater than the number of cores. This increases the core utilization of STATS parallelized benchmarks compared to the original ones. The only exception is facedet-and-track where STATS only creates 14 parallel chunks of computation to avoid mispeculation.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>#Threads</th>
<th>#States</th>
<th>State size [Bytes]</th>
</tr>
</thead>
<tbody>
<tr>
<td>swaptions</td>
<td>36</td>
<td>36</td>
<td>24</td>
</tr>
<tr>
<td>streamclassifier</td>
<td>28</td>
<td>28</td>
<td>104</td>
</tr>
<tr>
<td>streamcluster</td>
<td>280</td>
<td>280</td>
<td>104</td>
</tr>
<tr>
<td>bodytrack</td>
<td>74</td>
<td>12</td>
<td>500000</td>
</tr>
<tr>
<td>facetrack</td>
<td>14</td>
<td>14</td>
<td>8000</td>
</tr>
<tr>
<td>facedet-and-track</td>
<td>70</td>
<td>70</td>
<td>8000</td>
</tr>
</tbody>
</table>

C. Benchmarks

We considered the POSIX multi-threaded versions of the PARSEC (version 3.0) benchmarks as well as their sequential version. We have considered five out of the six benchmarks that have been evaluated by the authors of STATS [20]. We did not consider fluidanimate because the STATS parallelization had no significant impact in the program’s performance. We substituted facedet with facetrack, which performs the same task of tracking a person’s face using a newer version of OpenCV (3.2.0). We considered a new benchmark called facedet-and-track, which uses a particle filter to track a person’s face only when the OpenCV face detection API fails to do so.

Inputs. We used the native inputs provided by the PARSEC suite for our evaluation in Section V. In some cases native inputs are too small to properly test performance scalability on today’s platforms. This has been already observed by prior work [31]; we thus extended the native inputs in the same fashion. For streamclassifier, we used the inputs from [50]. For swaptions, we increased the number of simulations to 32 millions and decreased the number of swaptions to 4, in order to allow the benchmark’s bottlenecks to manifest. For facetrack, we used a video of a person moving in front of a camera, which includes 600 frames. For facedet-and-track, we used a longer video (1,050 frames) to compensate for the faster execution of the OpenCV face detection API with respect to the particle filter. To find the best configuration for a benchmark we used training inputs, which are different from the native inputs previously described.

Output quality. We relied on the same well-known output quality metrics used by the authors of STATS [20]. For the output quality of facetrack and facedet-and-track we used the average Euclidean distance between the boxes containing the detected faces.

V. Experimental Evaluation

Our evaluation examines the impact of the overhead described in Section III on the parallel execution of non-terministic programs compiled with STATS. We analyze the performance of these programs in Section V-A. We evaluate the overhead of combining the TLP that the benchmarks had originally with the TLP generated by STATS in Section V-B. Then, we further analyze the overhead introduced by STATS.
by focusing on the performance scalability roadblocks that such overhead generates. We also investigate the total amount of additional work that STATS introduces in terms of number of instructions in Section V-C. Moreover, we describe the impact of the STATS parallelization in terms of data locality and branch prediction in Section V-D. Finally, we analyze the impact of STATS on the inherent output variability of the considered nondeterministic programs in Section V-E.

A. Performance Obtained by TLP Sources

The TLP that is expressed explicitly by developers via parallel programming APIs is not enough to utilize all cores included in our platform. Fig. 9 shows the performance obtained by a parallel binary compared to the sequential execution of that program. The black bars correspond to the parallel binary generated by only using the original TLP. The performance obtained by this TLP source is only 3.7× on 14 cores and 3.76× on 28 cores.

The TLP that is extracted by STATS scales more than the original TLP. The grey bars of Fig. 9 correspond to the parallel binary generated by STATS when no original TLP is used. In other words, these binaries rely only on the TLP extracted from state dependences. The performance obtained in this case is 8.45× on 14 cores and 11.65× on 28 cores.

Combining the original TLP with the STATS TLP generates important performance improvements. The red bars of Fig. 9 correspond to the parallel binary generated by STATS when the TLP extracted from state dependences is combined with the original TLP. The performance obtained in this situation is 10.61× on 14 cores and 14.77× on 28 cores. These results show that STATS improves significantly the overall performance, but it is not able to reach speedups that scale linearly with the number of cores. The rest of the section analyzes the reasons behind this limitation.

B. Performance Effects of STATS Overhead

To understand what is limiting the STATS binaries to obtain speedups that scale linearly with the number of cores, we have evaluated the performance impact of each of the six categories of overhead described in Section III. Notice that these sources of overhead are only related to the STATS execution model. These six overhead categories are evaluated as follows.

First we run the parallel binary generated by STATS and we keep track of the time in CPU cycles of each critical point of the STATS execution model. For example, we measure the CPU cycles that passed since the beginning of the program’s execution and the time the main thread starts the code region parallelized by STATS. Another example of execution point we keep track of is when each STATS thread starts the execution of their chunk of inputs. Other examples are the beginning and the end of (i) each alternative producer, (ii) each code block that computes original states, (iii) the STATS setup block (all shown in Fig. 5), (iv) each thread synchronization code block (Fig. 7), (v) each code block that clones computational states (Fig. 6), and (vi) each code region parallelized by STATS. After obtaining these timestamps, we compute post-mortem the critical path of the parallel execution similar to what proposed in [26]. Finally, to evaluate the performance loss due to a given overhead, we compute the speedup obtainable if that overhead would be removed. To do this, we emulate the parallel execution removing only the part of the overhead targeted that is in the critical path, similar to what proposed in [26].

We measure the performance loss of each source of overhead of the STATS execution model following the approach described above. We performed this analysis in two situations. First we consider the scenario that STATS has been designed for. We let STATS combining the original TLP with the TLP extracted from state dependences. Then, we perform the same type of evaluation but forcing STATS to only rely on the TLP that comes from state dependences. This last analysis is needed to analyze the parallelism extracted by STATS at its limit.

Combining Original and STATS parallelism. Fig. 10 shows the performance loss for 28 cores when both original and STATS parallelism are used. It is interesting to notice that different benchmarks have different principal sources of overhead. For example, STATS is not able to achieve linear speedup with the number of cores for facedet-and-track mainly because of the synchronization overhead, which is required to implement the STATS execution model. facetrack is mainly limited by mispeculation because STATS only creates 7 parallel chunks to avoid aborting the computation. bodytrack is evenly limited by unreachability, mispeculation, and the overhead related to the STATS execution model (synchronization and extra computation). streamclassifier is mainly limited by synchronization and the code outside the regions parallelized by STATS. streamcluster is also limited by the sequential code outside the STATS parallel region, but also by the imbalance and synchronization between STATS threads. On the other hand, swaptions parallelized by STATS reaches linear speedup on 28 cores.

Fig. 11 shows the breakdown of the extra computation performed by the parallel binaries. The two main sources of extra computation are related to (and required by) the speculation scheme implemented by STATS: generating the speculative state and the multiple original states.

Only TLP from state dependences. This section analyzes the performance loss when the parallel binaries do not include the original TLP of the benchmark to better understand the impact of the sources of overhead described in Section III to the parallelism that STATS generates. To do this, we run STATS forcing it to create 14 and 28 STATS-threads (i.e., parallel chunks of computation) without using the original TLP. We performed the performance loss analysis for both 14 and 28 cores to highlight how each overhead source scales with the number of cores. Fig. 12 shows these results.

The difference between Fig. 12 and Fig. 10 highlights that extracting more TLP from state dependences generates significantly more extra computation. The more TLP is extracted from a state dependence, the more extra code is required to implement the STATS execution model. This makes the extra computation overhead more dominant than when the STATS TLP is combined with the original one. This is because when
Fig. 9: For most benchmarks, STATS generates a significant amount of extra parallelism. “Original” is the out-of-the-box benchmark that has been parallelized by traditional means. “Seq. STATS” (“Par. STATS”) is the binary generated by STATS starting from the sequential (multi-threaded) version of a benchmark.

Fig. 10: Percentage of speedup lost by benchmarks that take advantage of both original TLP and STATS TLP, on 28 cores. The number at the right of each bar is the amount of speedup lost with respect to the ideal speedup. Every benchmark is limited by different sources of overhead.

C. Extra Computation

The previous empirical analysis suggests that the extra computation performed to implement the STATS execution model is an important source of overhead. To understand whether this is due to an abundant amount of extra work or because this extra work was performed in the critical path of the parallel execution, we further analyze it. To this end, we computed the total amount of extra work performed in terms of number of instructions executed at run time.

Fig. 14 shows the amount of extra instructions executed to implement the STATS execution model using 28 cores. The benchmarks that execute a considerable amount of extra instructions are `bodytrack` and `facedet-and-track`, and have respectively 107.4% and 43.8% extra instructions that are due to the extra computation described in Section III-B. This result combined with the previous analyses suggest that the extra computation overhead is an important performance roadblock for STATS, and that this extra computation is often performed in the critical path of the parallel execution. Finally, `streamclassifier` and `streamcluster` execute less instructions than the baseline because the TLP extracted from state dependences leads the execution to find their clustering solutions faster. This was already noticed by the authors of STATS [20].

Most of the extra instructions added by STATS are executed to copy computational states and to generate speculative states. Fig. 15 shows the breakdown of these extra instructions. Combining these results with the loss in performance shown in Fig. 13b, it is clear that instructions related to “State copying” are not in the critical path of the parallel execution, since the performance lost because of that are negligible. Contrarily, the amount of committed instructions to generate the speculative state (and to create multiple original states in the `bodytrack` case), have an impact on performance as well. However, we believe that improving STATS by accelerating the state copy operator is still valuable. This is because in the design space explored by the autotuner, there might be configurations that would scale well, but they are not chosen because copying computational states has a negative impact on their performance. A more efficient state copying would solve this problem. Improving the state copying could be implemented by compiler optimizations that exploit STATS
specific knowledge to consider a transformation space of the state copy operator larger than what general-purpose code transformations could reach. Another solution could be to exploit hardware accelerators for this task.

D. Architecture Effects of STATS TLP

TLP can have a negative effect to some architecture-specific characteristics of the underlying platform such as data locality and branch prediction. To evaluate these effects, we measured the total number of cache misses (absolute and percentage compared to the total number of cache accesses) for the L1D cache, L2 cache, and for the last level cache (LLC) of our platform. Furthermore, we measured the total number of branch mispredictions (absolute and percentage). These values are computed by adding all of the per-core counters of that hardware event. For example, the number of cache L1D misses is computed by counting all cache misses of all L1D of our 28 core platform.

Table II shows this analysis for the baseline code when no source of TLP is used (i.e., sequential execution), when only the original TLP is used (and 28 cores are considered), and when only STATS TLP is used (again, on 28 cores).

facetrack and faceted-and-track lose some data locality when STATS is used. This is because the STATS execution model runs in parallel the computation of input chunks breaking both the temporal and spatial locality between these chunks. Contrarily, streamcluster and streamclassifier have less cache misses and branch mispredictions compared to their out-of-the-box version because they execute less code. As described in Section V-C, the STATS version of these benchmarks converges faster to their solution. Finally, swaptions and bodytrack maintain a similar misprediction rate between the original and the STATS version of the benchmark. However, the number of absolute misses in bodytrack grows in the STATS version because the number of instructions executed is greater than the original version of the benchmark.

E. Output Variability Due to Nondeterminism

STATS preserves the original semantics: each output generated by a STATS binary could have been generated by the original program. However, the distribution of outputs generated by the nondeterminism of the original program can be affected by the parallelization STATS performs.

We run the original program two hundred times and we compared all the outputs with an oracle one (i.e., highest output quality). The result is a distribution of output qualities between runs shown in Fig. 16. This figure also shows the same analysis for the parallel binaries generated by STATS. This comparison allows us to understand the impact of the STATS transformation to the output variance of the nondeterministic benchmarks considered. Counterintuitively, Fig. 16 shows that STATS tends to improve the quality of the outputs.

VI. RELATED WORK

This paper characterizes the performance loss that is blocking the parallelizing compiler STATS [20], [21] to achieve speedups that scale linearly with the number of cores. To do so, this work characterizes the effects of the STATS parallelization scheme on a 28 core (dual-socket) Intel-based platform. Therefore, this paper relates with studies that characterize parallel workloads as well as parallelizing compilers.
TABLE II: Cache and branch mispredictions of the original and STATS transformed benchmarks. For each entry the value on the left is the total number of mispredictions (in billions), the value on the right is the misprediction rate.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>L1D</th>
<th>L2</th>
<th>LLC</th>
<th>BR</th>
<th>L1D</th>
<th>L2</th>
<th>LLC</th>
<th>BR</th>
<th>STATS on 28 cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>swaptions</td>
<td>5.8 (1.6%)</td>
<td>0.3 (10.2%)</td>
<td>0.008 (7.3%)</td>
<td>2.5 (1.7%)</td>
<td>5.7 (1.6%)</td>
<td>0.4 (12.7%)</td>
<td>0.006 (19.9%)</td>
<td>2.1 (1.1%)</td>
<td>5.7 (1.6%)</td>
</tr>
<tr>
<td>streamcluster</td>
<td>68 (32%)</td>
<td>5.5 (19.8%)</td>
<td>4.5 (28%)</td>
<td>12.29 (13.5%)</td>
<td>68 (32%)</td>
<td>5.5 (19.8%)</td>
<td>12.29 (13.5%)</td>
<td>68 (32%)</td>
<td>5.5 (19.8%)</td>
</tr>
<tr>
<td>streamclassifier</td>
<td>351 (32%)</td>
<td>6.2 (97%)</td>
<td>5 (98%)</td>
<td>0.688 (25%)</td>
<td>392 (35%)</td>
<td>3.2 (97%)</td>
<td>27 (98%)</td>
<td>0.724 (26%)</td>
<td>385 (37%)</td>
</tr>
<tr>
<td>Bodytrack</td>
<td>7.3 (35%)</td>
<td>1.6 (25%)</td>
<td>0.005 (0.49%)</td>
<td>0.347 (0.64%)</td>
<td>8.4 (35%)</td>
<td>4.1 (95%)</td>
<td>0.032 (2.24%)</td>
<td>0.545 (0.78%)</td>
<td>6.4 (33%)</td>
</tr>
<tr>
<td>facetrack</td>
<td>12.8 (13%)</td>
<td>2.3 (34%)</td>
<td>0.004 (0.58%)</td>
<td>0.010 (1.15%)</td>
<td>15.8 (13%)</td>
<td>2.7 (44%)</td>
<td>0.006 (0.38%)</td>
<td>0.013 (1.2%)</td>
<td>12.2 (13%)</td>
</tr>
<tr>
<td>facedet-and-track</td>
<td>6.1 (15%)</td>
<td>3.3 (42%)</td>
<td>0.009 (1.9%)</td>
<td>1.5 (0.19%)</td>
<td>8.1 (15%)</td>
<td>3.3 (42%)</td>
<td>0.009 (1.9%)</td>
<td>1.5 (0.19%)</td>
<td>8.1 (15%)</td>
</tr>
</tbody>
</table>

Fig. 14: Extra amount of instructions executed by STATS parallelized benchmarks on 28 cores. The benchmarks bodytrack and facedet-and-track, execute a considerable amount of extra instructions than their original version.

Parallel Workload Characterization. Most of the benchmarks [5] considered by this paper already include some TLP that was expressed manually by developers using parallel programming APIs like POSIX threads, OpenMP [19], and Intel TBB [41]. This TLP has been studied and characterized by prior work on multiple platforms [5], [6], [7], [8], [9], [10]. The STATS compiler adds the parallelism related to state dependences to the original TLP. This paper characterizes this additional parallelism both in isolation with the original TLP and when both sources of TLP are combined.

Parallelizing Compilers. Many parallelizing compilers have been proposed. Some of them satisfy all dependences without making the distinction between actual and apparent [2], [11], [12], [13], [15], [16], [17], [18], [22], [27], [28], [34], [36], [40], [44], [54], [57]. Others avoid the overhead of apparent dependences by speculating they do not exist and rolling back the parallel execution when they are wrong [1], [24], [25], [29], [32], [35], [39], [42], [43], [52], [53], [56], [58], [60]. The parallel binaries generated by these compilers execute sequentially all actual dependences. There are also parallelizing compilers that break actual dependences [3], [14], [38], [46], [47], [55], but do not preserve the original program semantics. Other systems [30], [45], [59], instead, break actual dependences by speculating on the state of a computation and roll back if that speculation was wrong to preserve the program semantics. However, their speculation techniques do not work for the irregular nondeterministic programs that STATS targets because they do not take advantage of the short memory property and nondeterminism of these programs. The binaries produced by STATS execute in parallel the code involved in state dependences, and preserve the original program semantics. This new type of parallelization performed by STATS introduces different and new sources of overhead that are not present in parallel binaries generated by other parallelizing compilers. This paper is the first study that identifies and characterizes these new sources of overhead.

VII. CONCLUSION

Thread level parallelism is the most important aspect of a program that defines its performance in the multicore era. TLP is typically obtained by executing independent code blocks in parallel. Recently, an additional source of TLP for nondeterministic workloads has been identified and exploited: code blocks that depend on each other via a state dependence can also run in parallel. This new source of TLP is generated by enforcing a new execution model that the compiler STATS embeds in the compiled code. This paper characterizes the impact of such execution model on a commodity platform. We have identified and characterized the main factors that can potentially block the performance obtained by the STATS parallel binaries. This analysis suggests that STATS can benefit from additional engineering efforts to reduce some of these factors. Finally, our characterization also suggests that the STATS execution model needs to evolve to remove the remaining performance roadblocks.


