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Abstract

This paper presents a comparative study of algorithms for jointly optimizing beamformers and receive filters in an interference network, where each node may have multiple antennas, each user transmits at most one data stream, and interference is treated as noise. We focus on techniques that seek good suboptimal solutions by means of iterative and distributed updates. Those include forward-backward iterative algorithms (max-Signal-to-Interference plus Noise Ratio (SINR) and interference leakage), weighted sum Mean Squared Error (MSE) algorithms, and interference pricing with incremental Signal-to-Noise Ratio (SNR) adjustments. We compare their properties in terms of convergence and information exchange requirements, and then numerically evaluate their sum rate performance averaged over random (stationary) channel realizations. The numerical results show that the max-SINR algorithm achieves the maximum Degrees of Freedom (i.e., supports the maximum number of users with near-zero interference), and exhibits better convergence behavior at high SNRs than the weighted sum MSE algorithms. However, it assumes fixed power per user, and achieves only a single point in the rate region whereas the weighted sum MSE criterion gives different points. In contrast, the incremental SNR algorithm adjusts the beam powers and deactivates users when interference alignment is infeasible.
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Furthermore, that algorithm can provide a slight increase in sum rate, relative to max-SINR, at the cost of additional iterations.

I. INTRODUCTION

An interference network consists of multiple transmitter-receiver pairs, each communicating over a wireless channel. Assuming those pairs share the same bandwidth, simultaneous transmissions cause mutual interference. Such a network includes a cellular network where interference on a given time-frequency slot originates from other cells. A challenge in such networks is then to mitigate and manage interference across nearby cells.

Allowing the nodes in an interference network to cooperate can significantly increase the overall spectral efficiency of the network [1]. “Cooperation” among nodes means that they coordinate resources including transmit power, frequencies, and beamforming coefficients when the transmitters have multiple antennas. (We do not consider message sharing across transmitters.) Specifically, we study distributed algorithms for optimizing beamformers and powers in a $K$-user interference network with Multi-Input/Multi-Output (MIMO) channels. Here “distributed” means that the beamformers and powers are computed (updated) locally by the associated transmitters using local channel state information. To gain some basic insights, we assume that the wireless propagation channels are narrowband and known perfectly at all wireless nodes. We also assume that the transmitters independently select their codebooks, and the receivers treat interference as noise. Although this is known to be suboptimal (i.e., does not achieve the maximum achievable sum rate), the best known coding strategies at high Signal-to-Noise Ratios (SNRs) are substantially more complicated, cf. [2]–[5]. Also, we only examine the case where each user transmits a single data stream. While this does not maximize spectral efficiency in many scenarios, this is an important case in practice, and simplifies the optimization problem substantially. (In particular, we do not consider optimization of precoder ranks, which is quite difficult in general [6], [7].)

Even with these simplifications the problem of determining the jointly optimal sets of beamformers and receivers is challenging. The sum rate objective is non-convex and has many local optima [7]–[9]. With $N$ antennas at each node, achieving the maximum sum rate at high SNRs with number of users $K > N$ generally requires interference alignment; i.e., the $K - 1$ interferers (mostly) reside in a subspace with dimension at most $N - 1$ [2] (provided $K$ is not too large). In general, there can be many aligned solutions, which correspond to local optima at high SNRs, and which exhibit dramatically different performance [10], [11].
The purpose of this work is to provide a systematic comparison of distributed beamforming optimization algorithms in terms of performance, complexity, information exchange, and convergence properties (since they require iterative updates). Algorithms considered include max-Signal-to-Interference-plus-Noise-Ratio (max-SINR) [12], [13], distributed interference pricing [8], [14], weighted sum-Mean Squared Error (MSE) (developed in a conference version of this paper [15] as well as in [7], [16]), and an “incremental SNR” algorithm that attempts to track the optimum as the SNR increases incrementally. A general sum-utility criterion is considered, where each user is assigned a concave increasing utility function of SNR. In particular, the weights in the weighted sum-MSE algorithm can be updated so that minimizing weighted sum-MSE coincides with maximizing the sum utility. Related weighted sum-MSE algorithms have been presented in [16] and [7] for single and interfering MIMO broadcast channels, respectively. Here we give conditions for the convergence with single beams for an interference network and compare the performance with other algorithms.

Simulated performance (sum-rate) results are presented for interference networks with random $N \times N$ channels containing i.i.d. complex Gaussian elements. The results provide several insights. The following observations assume that the number of users $K = 2N - 1$, corresponding to the maximum Degrees of Freedom (DoFs) of the interference network. This is the maximum number of data streams (users) that can be supported without interference [10], [17], [18], so that the transmit powers are set at the maximum value.

1) The max-SINR and weighted-sum-MSE algorithms can achieve the maximum DoFs at high SNRs (i.e., suppress all interference); however, the weighted-sum-MSE algorithm generally requires many more iterations to converge.

2) The incremental SNR algorithm can provide a slight increase in sum rate, relative to max-SINR, at the cost of additional iterations. Hence the max-SINR algorithm does not generally achieve a globally optimal solution.

3) While interference pricing gives excellent performance in medium to large systems $K > 4$, it often does not achieve the maximum DoFs in a small system ($K = 3$, $N = 2$).

The weighted-MSE and interference pricing updates adjust the transmit powers jointly with the beams, whereas the max-SINR algorithm assumes fixed power for each user. (Also, max-SINR achieves only a single point in the rate region whereas weighted sum-MSE can achieve different points.) This can be an advantage if interference cannot be eliminated for an initial choice of $K$ and $N$, since those algorithms along with the incremental SNR algorithm can shut off users. For this scenario we present an algorithm,
which combines interference pricing for power control (outer loop) with the max-SINR algorithm for determining beam directions (inner loop). This effectively implements a form of admission control, although results with $K > 2N$ show that the average DoFs achieved with this method is somewhat less than the maximum (i.e., the power control loop has a tendency to turn off too many users).

There have been other algorithms proposed that we do not include in our comparison, e.g., see [19]–[25]. This is because they are either not compatible with our system assumptions (i.e., distributed algorithms with rank-one precoders), or the performance has not been observed to be better than that achieved by the algorithms considered here. Further related discussion is presented in Section IV-I.

In Sections II and III, we introduce the system model and state the sum-utility maximization problem. The algorithms considered are presented in Section IV along with a comparison of properties and information exchange requirements, and in Section V we present the simulated performance results.

II. SYSTEM MODEL

We consider a system with $K$ transmitter-receiver pairs (or users), where transmitter $k$ has $N_k$ antennas and receiver $k$ has $M_k$ antennas. Receiver $k$ is only interested in decoding the message sent by transmitter $k$ and treats the interference received from all other transmitters $j \neq k$ as additional noise. The channel matrices $H_{kj} \in \mathbb{C}^{M_k \times N_j}$ contain the complex channel gains between the $N_j$ antennas of transmitter $j$ and the $M_k$ antennas of receiver $k$. With the vector $y_k \in \mathbb{C}^{M_k}$ containing the symbols received by user $k$, the noise vector $n_k \in \mathbb{C}^{M_k}$ experienced by receiver $k$, and the vector of symbols $x_j \in \mathbb{C}^{N_j}$ transmitted by user $j$, our system is defined by

$$y_k = H_{kk} x_k + \sum_{j \neq k} H_{kj} x_j + n_k \quad \forall k \in \{1, \ldots, K\},$$

where the first summand is the desired part of the signal and the remaining terms are undesired, i.e., the interference and noise. We assume that the noise at each receiver is uncorrelated and has variance $\sigma^2$ at each antenna, i.e.,

$$E[n_k n_k^H] = \sigma^2 \mathbf{I} \quad \forall k \in \{1, \ldots, K\}.$$

The transmit covariance matrices are defined as

$$Q_k = E[x_k x_k^H] \quad \forall k \in \{1, \ldots, K\},$$

and are by definition positive semi-definite. The transmit signals are subject to the unit transmit power constraints

$$E[\|x_k\|^2_2] = \text{tr}(Q_k) \leq 1 \quad \forall k \in \{1, \ldots, K\}. \quad (1)$$
In this work we consider only single-stream transmission or beamforming, meaning that the vector of symbols transmitted by user $k$ has the form
\[ \mathbf{x}_k = \mathbf{v}_k s_k \]
where $\mathbf{v}_k \in \mathbb{C}^{N_k}$ is the (constant) beamforming vector and $s_k \in \mathbb{C}$ is the scalar unit-variance data symbol. Therefore, the covariance matrix $Q_k = \mathbf{v}_k \mathbf{v}_k^H$ has at most rank one and the power constraint (1) becomes
\[ \| \mathbf{v}_k \|_2^2 \leq 1 \quad \forall k \in \{1, \ldots, K\}. \]

On the receiver side, the receive filter vector $\mathbf{g}_k \in \mathbb{C}^{M_k}$ is applied to obtain the estimate of the data symbol
\[ \hat{s}_k = \mathbf{g}_k^T \mathbf{y}_k. \]
Since the interference is treated as noise, our figure of merit for user $k$ is the SINR:
\[ \gamma_k = \frac{|\mathbf{g}_k^T \mathbf{H}_{kk} \mathbf{v}_k|^2}{\sum_{j \neq k} |\mathbf{g}_k^T \mathbf{H}_{kj} \mathbf{v}_j|^2 + \|\mathbf{g}_k\|_2^2 \sigma^2}. \] (2)
Note that $\gamma_k$ is invariant to multiplication of $\mathbf{g}_k$ by a non-zero scalar. Therefore, it is often assumed for notational convenience that $\|\mathbf{g}_k\|_2^2 = 1$. Also, note that for $\mathbf{g}_k = \mathbf{0}$ the SINR is not defined.

### III. Maximization of the Sum Rate

We define an overall optimization objective by means of utility functions: each user’s utility $u_k(\gamma_k)$ is an increasing function of its SINR $\gamma_k$. The goal is to maximize the overall system efficiency, which we define as the sum of all users’ utilities $\sum_k u_k(\gamma_k)$. We will mostly consider the achievable rate utility:
\[ u_k(\gamma_k) = R_k = \log(1 + \gamma_k). \]
in nats/channel use. The problem of maximizing the overall system efficiency in that case, i.e., the sum rate maximization problem, is
\[ \max_{\mathbf{g}_1, \ldots, \mathbf{g}_K} \sum_{k=1}^{K} R_k \quad \text{s.t.} \quad \|\mathbf{v}_k\|_2^2 \leq 1 \quad \forall k \in \{1, \ldots, K\}. \] (3)

This problem is non-convex and can have multiple distinct local optima. Prior work has therefore largely focused on the regime of asymptotically high signal-to-noise ratio (SNR), where $\sigma^2 \to 0$ [10], [17], [18]. In the high-SNR regime to maximize the sum rate we must determine the maximum number of users that can transmit without interference, i.e., the beams and receiver filters must satisfy the Zero-Forcing (ZF) conditions
\[ \mathbf{g}_k^T \mathbf{H}_{kk} \mathbf{v}_k \neq 0 \quad \text{and} \quad \mathbf{g}_k^T \mathbf{H}_{kj} \mathbf{v}_j = 0 \quad \forall j \neq k. \] (4)
It was shown in [10], [17], [18] that if the channels contain i.i.d. random elements, and every transmitter
has $N$ antennas and every receiver has $M$ antennas, then the condition (4) can be fulfilled with probability
one (w.p. 1) for all users $K$ if and only if

\[ N + M - 1 \geq K. \]  

(5)

This condition can be extended to arbitrary numbers of antennas at each transmitter/receiver, in which
case a potentially large number of inequalities must be checked. When (4) is fulfilled for all $K$ users,
and the number of interferers $K - 1$ exceeds $M_k - 1$, the interference is said to be spatially aligned at
receiver $k$. That is, the received signals from the $K - 1$ interfering transmitters occupy a lower $(M_k - 1)$-
dimensional subspace of $\mathbb{C}^{M_k}$. The DoFs of the network refers to the maximum number of non-interfering
data streams that can be transmitted, and corresponds to the slope of the sum-rate curve versus logarithmic
SNR at high SNRs. For the single-beam per user scenario considered here, and $N$ antennas/$M$ antennas
per transmit/receive node, the DoFs are $N + M - 1$.

Solving the sum rate maximization problem (3) numerically, especially at high SNRs, is challenging
for a few reasons. First, the number of ZF solutions to (4) grows very rapidly with the system size $K$, $M$, and $N$. The sum rate associated with these different solutions can vary dramatically, since the ZF
conditions depend only on the cross-channels, so that the beams can be grossly misaligned with the direct
channels. Hence although an algorithm that finds a random aligned solution at high SNRs achieves the
available DoFs, the sum rate is typically far from optimal. (This performance variation over ZF solutions
is studied in [11].) Furthermore, finding all solutions to the ZF conditions (4) becomes computationally
infeasible for all but the smallest systems.\(^1\)

Of course, for finite SNRs, it is not optimal to zero-force the interference. In principle, problem (3) can
be solved directly with a general purpose global optimization technique; however, that is again likely to
be computationally infeasible unless the system is small.\(^2\) Furthermore, that would require an extensive
exchange of channel state information among the nodes.

Another challenge is that the sum-rate objective may contain sharp peaks, corresponding to aligned
solutions, making it difficult to find those solutions by a conventional (e.g., gradient) method. This is
illustrated in Fig. 1, which shows a contour plot of sum rate for the case $K = 3$ and $M = N = 2$

\(^1\)A method for enumerating the aligned strategies is given in [26], but it does not scale well to large systems.

\(^2\)In [27], [28] a global optimization method is proposed for $K = 2$ users and $M_1 = M_2 = 1$ receive antennas. The
single-receive-antenna case, however, does not require interference alignment; also, the approach does not scale well to larger
scenarios.
Fig. 1. Contour plot of sum rate for an example with three users, $2 \times 2$ channels, and SNR 40 dB. The contours are in a two-dimensional subspace of the beam coefficients that contains the optimal (nearly aligned) solution shown in the upper right. Also shown are trajectories of a gradient algorithm from two different initial starting points. The end point corresponds to shutting off one of the users (determined by examining the resulting beamformers).

With SNR 40 dB. The contours are shown in a two-dimensional subspace of the beam coefficients, which contains the optimal aligned solution (upper right). Also shown is the trajectory of a gradient algorithm starting at two different points with three active users. In each case the algorithm finds a local optimum corresponding to two active users, i.e., it powers off one user. Hence in general other methods are needed to find aligned solutions.

Given the previous difficulties, a general goal is to find algorithms that find good (suboptimal) solutions with reasonable computational effort. We next describe a few different methods in which the beams and receivers are iteratively computed in a distributed manner, and contrast in terms of computational requirements, information exchange, and convergence.

For the plot, the channels and beams were real-valued, i.e., $v_1, v_2, v_3 \in \mathbb{R}^2$, so that each beam can be parameterized by one angle; the variable space is therefore a three-dimensional cube with edges of length $\pi$. The plot was generated by computing the sum rate (corresponding to a color) in each point of the cube for a fixed set of channel matrices and manually selecting a cross-section of the cube. The trajectories correspond to an unconstrained gradient ascent with a very small step size; they have been projected onto this cross-section.
IV. DISTRIBUTED ALGORITHMS

Here we describe the beamforming algorithms, which will be compared in the next section. First we distinguish between centralized and distributed algorithms. In a centralized computation model, the $K$ users estimate all direct- and cross-channel gains and pass this information to a central controller by means of signaling links. The central controller then solves the optimization problem (3) directly (or finds an approximate solution) and passes the beams and receivers back to the users via the signaling links. In contrast, in a distributed computation model, the transmitters and receivers update associated beams and receive filters autonomously given “local” channel state information. In general, this local information must be a strict subset of all channel states.

Here we consider a set of distributed algorithms in which the receiver updates depend only on information available at the corresponding receiver and beam updates require knowledge of the direct-channel and possibly the cross-channels to neighboring receivers (including the receiver filters). Of course, that information must be exchanged prior to the corresponding updates. Starting from an initial assignment of beams and receive filters, the users iteratively update their beams and receive filters using this information.

We also distinguish between parallel and sequential update schedules. Parallel updates imply that
- all $K$ users update their beams simultaneously;
- all $K$ users update their receive filters simultaneously (taking into account the new beams from the preceding step);
- the users announce each update over the signaling links.

For sequential updates, the users take turns updating their beams/receive filters. Specifically,
- transmitter $k$ updates $u_k$;
- receiver $k$ updates $g_k$;
- these updates are announced to the other users.

During this update all other beams and receivers remain constant, and the users may update either according to a fixed schedule (e.g., round-robin) or asynchronously.\(^4\)

The initial assignment of beams and receive filters affects the performance of the algorithms to be discussed. We consider two initial assignments of beams: a random assignment and an assignment, which is optimal at low SNRs. (The receivers can be subsequently optimized.) At low SNR, i.e., when

\(^4\)See also [29], which introduces the distinction between parallel and sequential updates in the context of signature optimization for CDMA.
the noise power \( \sigma^2 \) is large compared to the interference terms in the denominator of the SINR (2), the SINR (equivalently, \( R_k \)) is maximized by choosing the beam \( v_k \) to be the principal eigenvector of \( H_k^H H_k \) and \( g_k \) is the complex conjugate of the principal eigenvector of \( H_k H_k^H \). This initialization generally performs better than a random initialization, and assumes that the transmitter knows the direct channel.

In what follows we state convergence results for each algorithm. Although for some of the algorithms considered the objective is known to converge, the beamformers and receive filters are not proven to converge for any algorithm. Nevertheless, a scenario in which the objective converges, but the beamformers do not converge has not been observed.

### A. Selfish Updates

This refers to the strategy in which each user maximizes its own SINR without considering the interference caused to the other users. Without the restriction of a single stream per user (so that \( v_k \) and \( g_k \) can become matrices), sequential selfish updates that maximize each user’s rate have been studied in [23], [30]–[33]. In general, selfish update schemes cannot achieve alignment, and therefore do not achieve the available DoFs.

**Objective:** Each user \( k \) maximizes its own SINR \( \gamma_k \).

**Updates:** Given \( g_k \), the updated beam is

\[
v_k^{\text{new}} = \alpha \cdot H_k^H g_k^* \]

where \( \alpha \) is chosen such that \( \| v_k^{\text{new}} \|_2^2 = 1 \) and given \( v_k \), the updated receive filter is

\[
g_k^{\text{new}^T} = \beta \cdot v_k^H H_k^H \left( \sum_{j \neq k} H_{kj} v_j v_j^H H_{kj}^H + \sigma^2 I \right)^{-1} \]

where \( \beta \) is chosen such that \( \| g_k^{\text{new}} \|_2^2 = 1 \). These updates can be sequential or parallel.

**Information Exchange:** The transmitter update requires knowledge of the direct channel matrix \( H_{kk} \) and the current receive filter \( g_k \). The former only needs to be fed back once before the initial iteration, while the latter is continually updated and therefore must be fed back after each iteration. The receiver update can be accomplished via standard estimation methods (e.g., with a pilot sequence). The selfish update strategy therefore does not require any information exchange between different users.

**Convergence:** This algorithm is not proven to converge; in fact, oscillations can be observed in numerical experiments for particular channel realizations.
B. Min-Leakage

The min-leakage algorithm was proposed in [12] as a numerical method for determining whether or not interference alignment is possible.

Objective: Each update minimizes the sum interference power

\[ I_{\text{sum}} = \sum_k \sum_{j \neq k} |g_j^T H_{jk} v_k|^2. \]

Updates: \( v_k^{\text{new}} \) is the eigenvector corresponding to the smallest eigenvalue of the matrix \( \sum_{j \neq k} H_{jk}^* g_j^T H_{jk} \) and \( g_k^{\text{new}} \) is the complex conjugate of the eigenvector corresponding to the smallest eigenvalue of \( \sum_{j \neq k} H_{kj} v_j v_j^H H_{kj}^* \). The updates can be done sequentially or in parallel.

Information Exchange: To compute the preceding updates directly transmitter \( k \) must know the combined channels and receive filters \( g_j^T H_{jk} \) for \( j \neq k \). The channel matrices can be estimated and exchanged among the users initially; however, the receive filters must then be announced to the other users after each iteration. Alternatively, the beams can be computed by transmitting pilots synchronously from the receivers to the transmitters using the receive filters as beams [34]. In that way the covariance matrix \( \sum_{j \neq k} H_{kj}^* g_j^* g_j^T H_{jk} \) can be directly estimated. Similarly, the receiver update requires knowledge of the covariance matrix of the received interference, which can be estimated locally by means of pilot sequences.

Convergence: The sum interference power \( I_{\text{sum}} \) cannot be increased by an update, both with parallel and sequential schedules; therefore the objective converges.

C. Max-SINR

The max-SINR algorithm was also proposed in [12], and is motivated by uplink-duality for the multiple-access and broadcast channels. Although this duality does not apply for interference networks, the max-SINR often gives near-optimal performance.

Objective: For receiver updates, the objective is to maximize the SINR \( \gamma_k \); for transmitter updates, the objective is to maximize the “reverse SINR”

\[ \xi_k = \frac{|g_k^T H_{kk} v_k|^2}{\sum_{j \neq k} |g_j^T H_{jk} v_k|^2 + \sigma^2}. \]

This corresponds to reversing the direction of transmission so that the roles of the beams and receive filters are swapped. The objective \( \xi_k \) is then the SINR in the reverse direction (at transmitter \( k \)). Note that the denominator of the reverse SINR \( \xi_k \) contains the interference caused by transmitter \( k \) instead of the interference experienced by receiver \( k \).\(^5\)

\(^5\)This objective is also considered in [35] for \( M_k = 1 \) antenna at each receiver.
Updates: The transmitter/receiver updates can be done sequentially or in parallel. (The simulation results assume parallel updates.) Given the set of receive filters $g_1, \ldots, g_K$, the beam updates are

$$v^\text{new}_k = \alpha \cdot \left( \sum_{j \neq k} H_{jk}^H g_j^* g_j^T H_{jk} + \sigma^2 \mathbf{I} \right)^{-1} H_{kk}^H g_k^*$$

where $\alpha$ is chosen such that $\|v^\text{new}_k\|_2^2 = 1$. Given the set of beams $v_1, \ldots, v_K$, the receiver updates are given by (6).

Information Exchange: To compute the update (7) directly, transmitter $k$ must have knowledge of the combined cross-channels and receive filters $g_j^T H_{jk}$, $j \neq k$. Alternatively, as for the interference leakage algorithm, the beams can be directly estimated by transmitting pilots synchronously from the receivers in the reverse direction to the transmitters [34]. The receiver update can be accomplished by standard estimation methods.

Convergence: Whether or not the preceding parallel updates converge to a fixed-point from an arbitrary starting point is unknown, although numerical experiments indicate that convergence is quite reliable for randomly chosen channel matrices with i.i.d. elements.$^6$

D. Minimum Mean Squared Error (MMSE)

The MMSE criterion has been proposed for optimizing transmit beams in [16] for cellular networks and in [37] for an interference network. (Analogous results for optimizing signatures in a Code-Division Multiple Access (CDMA) network were presented in [29]. See also [38], [39].) The relation between MMSE updates and max-SINR updates was presented in the conference version of this paper [15], where it was observed that MMSE updates can achieve interference alignment in interference networks. Here we give a more complete performance comparison of MMSE and related algorithms.

Objective: Each update minimizes the sum mean squared error (MSE). Letting $\varepsilon_k = \mathbb{E}[|\hat{s}_k - s_k|^2]$, this objective is

$$\sum_k \varepsilon_k = \sum_k \left( \sum_j |g_k^T H_{kj} v_j|^2 - 2 \Re\{g_k^T H_{kk} v_k\} + \|g_k\|_2^2 \sigma^2 \right) + K$$

and the minimization is subject to the beamformer power constraints $\|v_k\|_2^2 \leq 1$ for all $k$, and no constraints on the receive filters.

$^6$It is shown in [36] that if the algorithm is initialized sufficiently close to a local optimum at sufficiently high SNR, then it converges exponentially.
**Updates:** The updates can be parallel or sequential. For the beam update at transmitter $k$, first compute

$$v_k^{\text{tmp}} = \left( \sum_j H_{jk}^H g_j^* g_j^T H_{jk} \right) + H_{kk}^H g_k^*.$$

If $\|v_k^{\text{tmp}}\|_2^2 \leq 1$, then $v_k^{\text{new}} = v_k^{\text{tmp}}$; otherwise,

$$v_k^{\text{new}} = \left( \sum_j H_{jk}^H g_j^* g_j^T H_{jk} + \lambda I \right)^{-1} H_{kk}^H g_k^*$$

where $\lambda > 0$ is chosen such that $\|v_k^{\text{new}}\|_2^2 = 1$. The regularization factor $\lambda$ can be found efficiently with a line search using Newton iterations: starting with $\lambda = 0$, the regularization factor is updated according to

$$\lambda^{\text{new}} = \lambda^{\text{old}} + \frac{g_k^T H_{kk} \left( \sum_j H_{jk}^H g_j^* g_j^T H_{jk} + \lambda^{\text{old}} I \right)^{-2} H_{kk}^H g_k^* - 1}{2g_k^T H_{kk} \left( \sum_j H_{jk}^H g_j^* g_j^T H_{jk} + \lambda^{\text{old}} I \right)^{-3} H_{kk}^H g_k^*}$$

until convergence is achieved, which usually only requires a few iterations. The receiver update is given by

$$g_k^{\text{new}^T} = v_k^H H_{kk}^H \left( \sum_j H_{kj} v_j v_j^H H_{kj} + \sigma^2 I \right)^{-1}.$$

These updates are similar to those for the max-SINR algorithm. The receiver update is the same except that the filter is not scaled to have unit norm. (Although the sum inside the matrix inverse in (8) is taken over all $j$, as opposed to $j \neq k$ for the max-SINR algorithm, application of the matrix-inversion lemma shows that this amounts to a scale factor.) For the transmitter update, the inverse is regularized with the Lagrange multiplier $\lambda$ instead of $\sigma^2$ in the max-SINR algorithm. The simulation results in the next section indicate that these differences can lead to significant differences in sum rates at high SNRs.

**Information Exchange:** As for the max-SINR algorithm, the transmitter update for user $k$ requires knowledge of the combined channel matrices/receive filters $g_j^T H_{jk}$ for all $j$. The receiver updates can be performed with local information.

**Convergence:** The sum MSE is nonincreasing with each update (both for parallel and sequential update schedules) and therefore converges to a local minimum.

**E. Adaptively Weighted MMSE**

The weighted sum MSE criterion for beam updates has been introduced in [7], [15], [16]. In [16] an equivalence between the weighted sum rate and weighted sum MSE criteria is shown for the broadcast
channel. That was extended to interfering MIMO broadcast channels in [7]. Here we give conditions on the user utility function that guarantee convergence with a single beam per user for the interference channel.

**Objective:** Each update minimizes the weighted MSE

\[ \sum_k w_k \varepsilon_k \]

where the weights \( w_k \) can either be fixed or updated during the course of the iterations. This objective has the attractive property that by varying the weights, it can achieve different points in the rate region, corresponding to different user priorities. This is not possible with the min-leakage or max-SINR algorithms. Furthermore, by adapting the weights, the objective can be approximately matched to different utility objectives. (See also [16], which considers only the weighted sum rate objective).

**Updates:** The transmitter update follows from the unweighted MMSE algorithm where each channel matrix \( H_{jk} \) is replaced by \( \sqrt{w_j / w_k} H_{jk} \), i.e., first

\[
v_{k}^{\text{tmp}} = \left( \sum_j \frac{w_j}{w_k} H_{jk}^H g_j^* g_j^T H_{jk} \right)^+ H_{kk}^H g_k^*
\]

is computed, and if \( \|v_k^{\text{tmp}}\|_2 \leq 1 \), then \( v_k^{\text{new}} = v_k^{\text{tmp}} \); otherwise,

\[
v_k^{\text{new}} = \left( \sum_j \frac{w_j}{w_k} H_{jk}^H g_j^* g_j^T H_{jk} + \lambda I \right)^{-1} H_{kk}^H g_k
\]

(9)

where \( \lambda > 0 \) is chosen such that \( \|v_k^{\text{new}}\|_2 = 1 \). The receiver update is the same as in the unweighted MMSE algorithm.

We can now adapt the weights to maximize the sum utility objective \( \sum_{k=1}^K u_k(\gamma_k) \). With MMSE receive filters given by (8), we note that the SINR \( \gamma_k = 1 / \varepsilon_k - 1 \), so that we can express the utility function in terms of the MSE, i.e.,

\[
\bar{u}_k(\varepsilon_k) = u_k \left( \frac{1}{\varepsilon_k} - 1 \right).
\]

(10)

The algorithm in [7] extends the algorithm presented here to the scenario in which there are multiple beams per user. Also, a different update schedule is used in [7]. There the objective weights are updated after each iteration whereas here those weights are updated after convergence of the inner loop of beamformer updates. We have found that the latter schedule generally gives better performance.

The max-SINR updates can be modified to mimic the weighted-MSE updates thereby achieving different points near (possibly on) the boundary of the rate region. However, for the adaptively weighted MSE algorithm the inclination of a plane that “touches” the rate region at a point obtained by the algorithm is simply determined by the weights.
Expanding the sum utility in a Taylor expansion around the operating point $\varepsilon_{k,0}$ and dropping all but the linear term gives

$$
\sum_{k=1}^{K} \bar{u}_k(\varepsilon_k) = \sum_{k=1}^{K} -\alpha_k \varepsilon_k + C + O(\varepsilon_k^2)
$$

(11)

where $C$ does not depend on any $\varepsilon_k$ and

$$
\alpha_k = -\frac{\partial \bar{u}_k(\varepsilon_k)}{\partial \varepsilon_k} \bigg|_{\varepsilon_k = \varepsilon_{k,0}}.
$$

(12)

For the rate utility $u_k(\gamma_k) = \log(1 + \gamma_k)$ we have $\bar{u}_k(\varepsilon_k) = -\log(\varepsilon_k)$, so that the sum rate behaves locally as weighted sum MSE with weights $w_k = \alpha_k = 1/\varepsilon_{k,0}$.

The resulting Adaptively Weighted-MSE (AW-MSE) algorithm follows:

1) Initialize the beamformers $v_1, \ldots, v_K$ arbitrarily, and compute the optimal receive filters $g_1, \ldots, g_K$ from (8) and the weights $w_1, \ldots, w_K$ to be $\alpha_1, \ldots, \alpha_K$ from (12).
2) Iteratively update the beamformers from (9) and the receivers from (8) until convergence.
3) Update the weights $w_1, \ldots, w_K$ according to the new operating point $\varepsilon_{1,0}, \ldots, \varepsilon_{K,0}$ using (12).
4) Repeat from 2) until the weights $w_1, \ldots, w_K$ have converged.

When the algorithm has converged, clearly (6) (with $\beta = 1$) and (9) are fulfilled for all $k$. Furthermore, since the weights $w_k$ correspond to the current value of $\varepsilon_k$, the necessary optimality conditions for maximizing sum utility are fulfilled. Hence if the algorithm converges, it finds a locally optimal solution.

A similar algorithm has been proposed for MIMO broadcast channels in [16].

Information Exchange: The AW-MSE algorithm requires the same information as the unweighted MMSE and max-SINR algorithms. Additionally, the weights $w_k$ must be exchanged among the users whenever they are updated.

Convergence: Convergence of the sum utility objective requires the following constraints on the utility functions, where $u'_k$ and $u''_k$ denote the first- and second-derivatives of $u_k(\cdot)$.

**Proposition 1.** If $u_k$ satisfies $(\gamma_k + 1)u''_k + 2u'_k \geq 0$, or equivalently, $\bar{u}''_k \geq 0$ for all feasible $\gamma_k$ or $\varepsilon_k$ and for each $k$, then the sum utility given by the AW-MSE algorithm converges.

Proof: The proof consists of showing that updating the beamformers and receive filters, given new (updated) weights, will increase the sum utility relative to that before the last weight update. This is true because the condition $\bar{u}''_k \geq 0$ implies that the utility function is a convex function of the MMSE, so that the linearization of the objective in (11) lower bounds the sum utility objective and is tight at the current
operating point, i.e.,
\[ \sum_{k=1}^{K} \bar{u}_k(\varepsilon_k) \geq \sum_{k=1}^{K} \bar{u}_k(\varepsilon_{k,0}) - \sum_{k=1}^{K} w_k(\varepsilon_k - \varepsilon_{k,0}) \]  \hspace{1cm} (13)

where \( \varepsilon_{k,0} \) is user \( k \)’s MSE at the current operating point.

Given a set of new weights, \( w_k \)’s, the users then update their beamformers and receive filters according to step 2. After those updates we must have
\[ \sum_{k=1}^{K} w_k \varepsilon_{k,*} \leq \sum_{k=1}^{K} w_k \varepsilon_{k,0}. \]  \hspace{1cm} (14)

where \( \varepsilon_{k,*} \) is the updated MSE for user \( k \). Combining (14) and (13) implies that
\[ \sum_{k=1}^{K} \bar{u}_k(\varepsilon_{k,*}) \geq \sum_{k=1}^{K} \bar{u}_k(\varepsilon_{k,0}) \]  \hspace{1cm} (15)

or equivalently,
\[ \sum_{k=1}^{K} u_k(\gamma_{k,*}) \geq \sum_{k=1}^{K} u_k(\gamma_{k,0}), \]  \hspace{1cm} (16)

which means the sum utility cannot decrease after the beamformers and receive filters are updated. Since the sum utility is bounded, it must therefore converge.

The proof applies when the weights, beamformers, and receive filters are updated asynchronously, as long as the receive filters are optimized for the current set of beams before each weight update. That is, (14) still holds, which guarantees that the sum utility cannot decrease over consecutive weight updates. The condition in Proposition 1 applies to the rate utility \( \log(1 + \gamma) \), but excludes, e.g., the \( \alpha \)-fair utility \( \gamma^\alpha/\alpha \). Although the preceding proof implies convergence of the sum utility objective, and not the beamformers, convergence of the beams is always observed in simulations.

**F. Interference Pricing**

**Objective:** Interference pricing was introduced in [14] to maximize the sum utility objective \( \sum_{k=1}^{K} u_k(\gamma_k) \) over transmit powers in single-antenna interference networks. Extension to multi-antenna networks is discussed in [8] and the references therein.

**Updates:** For MIMO interference networks interference pricing consists of the following three types of updates, which can be performed asynchronously:

1) Each receiver \( j \) announces an interference price to all transmitters,
\[ \pi_j = -\frac{\partial u_j(\gamma_j)}{\partial I_j}, \]  \hspace{1cm} (17)

which is the marginal decrease in utility for an increase in received interference \( I_j = \sum_{i \neq j} |g_j^T H_{ji} v_i|^2 \).
2) Each transmitter updates its beam to maximize a best response objective, which is its own utility minus the “cost” of the interference it produces, i.e., it solves

$$\max_{v_k} u_k(\gamma_k) - \sum_{j \neq k} \pi_j |g_j^H H_{jk} v_k|^2 \quad \text{s.t.} \quad \|v_k\|_2^2 \leq 1. \tag{18}$$

The right (cost) term is a linearization of the sum utility excluding user $k$.

3) Each receiver updates its filter according to (6), which can be locally estimated. We will assume that $\beta$ is chosen such that $\|g_{\text{new}}^k\|_2^2 = 1$.

For the sum rate utility the interference price is

$$\pi_j = \frac{1}{\sum_{i \neq j} |g_j^T H_{ji} v_i|^2 + \sigma^2} - \frac{1}{\sum_i |g_j^T H_{ji} v_i|^2 + \sigma^2}. \tag{19}$$

The solution to (18) is in general not available in closed form, but can be found by means of a bisection line search. A description of the procedure is given in the Appendix; the derivation can be found in [40].

A stationary point of this algorithm can be shown to fulfill the Karush-Kuhn-Tucker (KKT) conditions for maximizing the sum utility objective.

**Information Exchange:** As for the max-SINR and MMSE algorithms, the transmitter update for user $k$ requires knowledge of the combined channel matrices/receive filters $g_j^T H_{jk}$ for all $j$. The best-response update also depends on the interference prices $\pi_j$ for all $j$, but only through the product $\sqrt{\pi_j} g_j^T H_{jk}$, which can be exchanged directly.

In addition to updating the beam, the transmitter must update the interference price $\pi_k$ according to (19). It is straightforward to show that $\pi_k$ can be computed from the current SINR $\gamma_k$ as well as $|g_k^T H_{kk} v_k|^2$; therefore both $g_k^T H_{kk}$ and $\gamma_k$ must be fed back from receiver $k$ to transmitter $k$ after each update. While $g_k$ is needed for the transmitter update in all of the algorithms considered, $\gamma_k$ is not explicitly needed for those updates (although $\sigma^2$ may be required). Nevertheless, to choose a coding scheme for the payload data, the transmitter must know the channel quality at its associated receiver, so that we implicitly assume that $\gamma_k$ is fed back from receiver $k$ to transmitter $k$ for all algorithms.

**Convergence:** With sequential updates and up-to-date prices, i.e., all prices are updated and exchanged every time a beamformer changes, the sum rate is non-decreasing and therefore converges [42]. Additional convergence results for more general utility functions are summarized in [8]. Numerical experiments suggest that convergence with different (e.g., parallel) update schedules is also reliable. Furthermore,

---

9 A simplified version of the pricing algorithm, in which an approximation of (18) is solved for the transmitter update, was presented in [41] for MISO channels. The simplified version does not require a line search for the transmitter update, but potentially does not converge.
convergence to a fixed point implies that the KKT conditions of the sum utility maximization problem are fulfilled.

G. Pricing with Incremental SNR

**Objective:** We now present another method for maximizing sum utility, which attempts to track a local optimum as the SNR is incrementally increased from zero. (Equivalently, all transmitters increase their power simultaneously.) This is motivated by the observation that as the SNR tends to zero, the noise dominates the interference, so that the optimal beam $\mathbf{v}_k$ tends to the principal eigenvector of the direct channel $\mathbf{H}_{kk}^H \mathbf{H}_{kk}$. Furthermore, as the SNR tends to infinity, the set of local optima correspond to ZF (interference aligned) solutions (which depend only on the cross-channel matrices). The set of beams that maximize the sum utility at high SNRs should therefore be close to a ZF solution where the beams are as closely aligned as possible to the low-SNR solution (which depends only on the direct channels).

This intuition is illustrated in Fig. 2, where, for illustrative purposes, it is assumed that the optimization problem is one-dimensional. (The “beam coefficients” represent $v_1, \ldots, v_K$ assuming that the corresponding optimal receivers are used). When the SNR is low, the sum utility is uniquely maximized by beams that are (approximately) aligned to the principal modes of the direct channels. As the SNR increases to the point where interference dominates, many additional local optima appear including ZF solutions for beamformers/receivers as well as possibly other local optima, corresponding to solutions where the interference is zero for some subset of users. (This is supported by the observation that gradient algorithms that follow the steepest ascent of the sum rate occasionally fail to find an interference aligned solution at high SNRs.) The locations of the local optima are determined by the cross-channels.

**Updates:** We fix the transmit power constraints and define a decreasing sequence of noise powers that ends with the actual noise power $\sigma^2$:

$$\sigma^2_{(1)} > \sigma^2_{(2)} > \cdots > \sigma^2.$$  

(Alternatively, we could fix the noise variance and increase the transmit power constraints.) The beams are initialized as the low-SNR solution. Starting with the largest noise power $\sigma^2_{(1)}$, the beamformers/receive filters are then updated according to the interference pricing algorithm. Once the beams/receive filters have converged or a maximum number of iterations is reached, the updates are continued with noise vari-

---

10The incremental SNR approach could be combined with other algorithms as well. Here interference pricing is used, since it is a gradient-based approach, and the gradients (prices) incrementally adjust as the SNR increases.
Fig. 2. For low SNR (left) the optimal beamformers are the principal eigenvectors of the Gramians of the direct channels. At high SNR (right), there are many local optimizers corresponding to ZF (aligned) solutions, which depend only on the cross channels.

\[ \sigma^2(2) \]

Upon convergence or a maximum number of iterations, the noise variance is again incremented and this procedure continues until the noise variance is at the final value.

**Information Exchange:** The information exchange requirements are identical to the interference pricing algorithm; some additional signaling may be necessary to determine when to increment the SNR (transmitted power).

**Convergence:** Since the updates are identical to the interference pricing algorithm, the convergence properties are also the same.\[11\]

**H. Summary of Properties**

Table I summarizes some of the properties discussed for the preceding algorithms. The columns indicate whether the power can be strictly less than the constraint, whether the algorithm is designed to find a local optimum for maximizing sum-rate objective in (3), whether convergence is guaranteed in some sense, and what sort of computations are necessary for each user’s update. As previously indicated, the feedback and signaling requirements for all algorithms considered (except selfish updates) are very similar.

A count of the number of flops per update, based on results in [43], shows that all receiver updates are \( O(M^3 + KM^2 + KMN) \) and all transmitter updates are \( O(N^3 + KN^2 + KMN) \) with the exception of

\[11\] The incremental SNR algorithm was proposed in [9], but with the simplified version of the pricing updates, which is not guaranteed to converge.


<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Power control</th>
<th>Sum rate objective</th>
<th>Convergence proven</th>
<th>Computation per iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selfish updates</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Solve linear eq. system</td>
</tr>
<tr>
<td>Min-leakage</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Eigen-Decomposition (EVD)</td>
</tr>
<tr>
<td>Max-SINR</td>
<td>No</td>
<td>No</td>
<td>Locally</td>
<td>Solve linear eq. system</td>
</tr>
<tr>
<td>MMSE</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Linear eq. system, line search</td>
</tr>
<tr>
<td>Weighted MMSE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Linear eq. system, line search</td>
</tr>
<tr>
<td>Pricing</td>
<td>Yes</td>
<td>Yes</td>
<td>For seq. updates</td>
<td>EVD, line search</td>
</tr>
<tr>
<td>Incremental SNR</td>
<td>Yes</td>
<td>Yes</td>
<td>For seq. updates</td>
<td>EVD, line search</td>
</tr>
</tbody>
</table>


the selfish transmitter update, which is $O(MN)$. For the transmitter updates that contain an inner loop, i.e., the pricing and MMSE based algorithms, each iteration of the inner loop is $O(N^3)$. Although this suggests that the algorithms have similar complexity, the associated constant factors differ substantially. For example, the constant for computing an eigenvector is far greater than that for solving a set of linear equations, and depends on precision requirements in addition to algorithmic specifications. Furthermore, the number of updates needed to achieve a target performance may also vary with the system size.

I. Other Algorithms

Here we briefly mention other algorithms, which have been proposed for beamformer optimization, and which are not included in our comparison. In [19], e.g., a min-leakage update step is combined with a step in the direction of the sum-rate gradient. Because this finds ZF solutions, it does not generally perform well at moderate and low SNRs; also, the performance strongly depends on how the gradient step-size is adjusted over time. Similarly, the performance of the gradient ascent method proposed in [20] is sensitive to the selection of a step-size and can exhibit convergence problems. In [21], the min-leakage objective is modified with an additional summand that rewards a high desired signal power; the performance again depends on a weighting factor that must be found by trial and error, and appears to be strongly dependent on the noise power. In [22], an algorithm is proposed that maximizes the “global SINR” defined as the ratio of the sum of all users’ desired powers to the sum of all users’ received interference plus noise powers; we do not include this in the comparison since its performance and convergence behavior was observed to be almost identical to that of the max-SINR algorithm, and it requires additional information exchange.
In [44], an MMSE-based algorithm is proposed with a sum power constraint at the transmitters as opposed to the individual power constraints assumed here. Finally, in [23] and [24] algorithms are proposed that sequentially update the transmit covariance matrices \( Q_k \) (selecting the rank as well), whereas here we constrain those matrices to be rank-one.

V. PERFORMANCE COMPARISONS

We now present numerical comparisons of sum-rate and convergence behavior for the preceding algorithms in an interference network.

A. Simulation Parameters

The elements of the direct- and cross-channels are independent circularly symmetric complex Gaussian random variables with mean zero. The variance of the direct-channel elements is one. For the cross-channels we examine two cases: “strong cross-channels” have elements with variance one, and “weak cross-channels” have elements with variance 0.01.

We simulate the algorithms with parallel updates, as discussed in the beginning of Section IV. Further numerical experiments indicate that the performance is quite similar to that with sequential updates. We initialize all algorithms with the low-SNR optimal solution, which we refer to as “Maximum Eigenvector (ME)”; further experiments show that this provides a significant advantage over a random initialization for all algorithms.

All algorithms are run until convergence or a maximum number of iterations \( i_{\text{max}} \) is reached. (One iteration is counted when all users have updated their beamformers and receive filters.) The convergence criterion is \( \sum_k \|v_k^{\text{new}} - v_k^{\text{old}}\|_2 < \epsilon \), where the threshold \( \epsilon \) is set experimentally for each algorithm. Specifically, for the min-leakage, max-SINR, and incremental SNR algorithms, \( \epsilon = 10^{-4} \) and \( i_{\text{max}} = 10000 \); a smaller \( \epsilon \) does not lead to a visible performance improvement, whereas a larger \( \epsilon \) does appear to have a negative effect. The MMSE-based algorithms and the pricing algorithm (without incremental SNR), on the other hand, exhibit a significant performance degradation at high SNRs with these parameters; we therefore set \( \epsilon = 10^{-5} \) and \( i_{\text{max}} = 100000 \) for these three algorithms. Here our objective is to illustrate performance assuming the algorithms can run for a very long time.

Subsequently we will present results fixing \( i_{\text{max}} \) for all algorithms, cf. Fig. 5.

As an exception, the results in Fig. 4a (and Table III (left)) indicate that the AW-MSE algorithm might benefit from allowing more iterations at high SNRs. We chose to keep \( i_{\text{max}} = 100000 \) to limit the computational complexity. The same holds for the pricing algorithm, which in some scenarios appears to also require more than 100000 iterations to converge.
Fig. 3. Comparison of sum rate vs SNR for an interference network with $K = 7$ users and $N = M = 4$ antennas at each transmitter and receiver. The left and right plots correspond to strong and weak cross-channels, respectively. Results are averaged over 100 channel realizations.

For the MMSE-based algorithms the line search to enforce the power constraint was performed with 10 Newton iterations; for the pricing updates the bisection line search was performed with 20 iterations.\textsuperscript{13} For the incremental SNR algorithm increments of 2.5 dB were used with the initial noise power $\sigma^2 (1) = 10$. At high SNRs the performance can be sensitive to both the SNR increments and the convergence threshold $\epsilon$.

B. Sum Rate vs SNR Comparisons

Figs. 3a and 3b show sum rate versus SNR (inverse noise power $\sigma^{-2}$) in dB obtained from running the algorithms until convergence with $K = 7$ users and $N = M = 4$ antennas at each transmitter and receiver. The sum rate is averaged over 100 channel realizations. Figs. 3a and 3b show results for strong and weak cross-channels, respectively. Note that the system dimensions fulfill the ZF condition (5) with equality, i.e., it is possible to achieve zero interference for all users, but with an additional user interference alignment becomes infeasible. In Table II we show the median number of iterations required for convergence by the algorithms for low, moderate, and high SNR. In parentheses is the number of channel realizations for which the convergence criterion is not satisfied before the maximum number of iterations is reached. The iteration number for the incremental SNR algorithm includes iterations for all increments up to the given SNR value.

\textsuperscript{13}Bisection is used instead of Newton iterations since the slope information is assumed to be unavailable.
TABLE II
MEDIAN NUMBER OF ITERATIONS FOR FIG. 3A (LEFT) AND FIG. 3B (RIGHT).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>–10 dB</th>
<th>15 dB</th>
<th>40 dB</th>
<th>–10 dB</th>
<th>15 dB</th>
<th>40 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selfish updates</td>
<td>22 (0)</td>
<td>51 (10)</td>
<td>51.5 (9)</td>
<td>11 (0)</td>
<td>30 (0)</td>
<td>51.5 (14)</td>
</tr>
<tr>
<td>Min-leakage</td>
<td>1066.5 (0)</td>
<td>1066.5 (0)</td>
<td>1066.5 (0)</td>
<td>1270.5 (0)</td>
<td>1270.5 (0)</td>
<td>1270.5 (0)</td>
</tr>
<tr>
<td>Max-SINR</td>
<td>36.5 (0)</td>
<td>792.5 (0)</td>
<td>1009 (0)</td>
<td>12 (0)</td>
<td>69 (0)</td>
<td>1150.5 (0)</td>
</tr>
<tr>
<td>MMSE</td>
<td>52 (0)</td>
<td>1258.5 (0)</td>
<td>27441 (1)</td>
<td>27 (0)</td>
<td>383.5 (0)</td>
<td>25010 (0)</td>
</tr>
<tr>
<td>Weighted MMSE</td>
<td>136.5 (0)</td>
<td>4558 (0)</td>
<td>29690.5 (3)</td>
<td>28 (0)</td>
<td>1064.5 (0)</td>
<td>38311.5 (4)</td>
</tr>
<tr>
<td>Pricing</td>
<td>51 (0)</td>
<td>1698 (0)</td>
<td>100000 (66)</td>
<td>18 (0)</td>
<td>96.5 (0)</td>
<td>2982 (0)</td>
</tr>
<tr>
<td>Incremental SNR</td>
<td>39.5 (0)</td>
<td>2140.5 (0)</td>
<td>6242 (12)</td>
<td>12 (0)</td>
<td>292.5 (0)</td>
<td>3363.5 (0)</td>
</tr>
</tbody>
</table>

In parentheses is the percentage of channel realizations for which the algorithm did not converge before reaching the maximum iteration number.

We observe that selfish updates provide an improvement over the ME initial condition, but that the performance saturates at high SNR, since users are not penalized for causing interference. Also, selfish updates fail to converge in some cases, as pointed out in [33]. The other algorithms achieve roughly the same slope at high SNR, which indicates that they achieve interference alignment. Because the min-leakage algorithm does not take into account the direct-channels or the noise power, it suffers an SNR loss relative to the max-SINR, MMSE, and pricing algorithms. The performance of the interference pricing algorithm deteriorates slightly at high SNR for the scenario with strong cross-channels. This can be explained by examining Table II, which indicates that the pricing algorithm has difficulty converging to a stationary point even within 100000 iterations. The incremental SNR heuristic alleviates the convergence problems and leads to the best performance of all algorithms. The max-SINR and MMSE-based algorithms achieve similar sum-rate performance, but the MMSE algorithm requires many more iterations for convergence at high SNR.

Figs. 4a and 4b show results for an interference network with $K = 10$ users and $N = M = 4$ antennas; the corresponding median iteration numbers are shown in Table III. Here the feasibility condition for interference alignment (5) is not fulfilled, i.e., optimal sum-rate performance at high SNR requires individual users to be deactivated. Clearly, this puts the algorithms that do not have the capability to control the power of the beamformers (cf. Table I) at a disadvantage: the corresponding sum rates saturate at high SNR. While the unweighted MMSE algorithm is capable of deactivating users, it does not allocate the power according to the sum rate objective, which leads to a suboptimal slope in Fig. 4a.
Fig. 4. Comparison of sum rate vs SNR for an interference network with $K = 10$ users and $N = M = 4$ antennas at each transmitter and receiver. The left and right plots correspond to strong and weak cross-channels, respectively. Results are averaged over 100 channel realizations.

### TABLE III

**MEDIAN NUMBER OF ITERATIONS FOR FIG. 4A (LEFT) AND FIG. 4B (RIGHT).**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>-10 dB</th>
<th>15 dB</th>
<th>40 dB</th>
<th>-10 dB</th>
<th>15 dB</th>
<th>40 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max-SINR</td>
<td>45 (0)</td>
<td>243.5 (0)</td>
<td>255.5 (0)</td>
<td>13 (0)</td>
<td>93 (0)</td>
<td>225 (0)</td>
</tr>
<tr>
<td>MMSE</td>
<td>63 (0)</td>
<td>628 (0)</td>
<td>16 398 (0)</td>
<td>28 (0)</td>
<td>395 (0)</td>
<td>8942.5 (0)</td>
</tr>
<tr>
<td>Weighted MMSE</td>
<td>182.5 (0)</td>
<td>9731.5 (0)</td>
<td>100 000 (99)</td>
<td>29 (0)</td>
<td>1478.5 (0)</td>
<td>100 000 (79)</td>
</tr>
<tr>
<td>Pricing</td>
<td>68 (0)</td>
<td>1180 (0)</td>
<td>100 000 (52)</td>
<td>20 (0)</td>
<td>129.5 (0)</td>
<td>2135.5 (0)</td>
</tr>
<tr>
<td>Incremental SNR</td>
<td>52.5 (0)</td>
<td>2074 (0)</td>
<td>5724.5 (9)</td>
<td>14 (0)</td>
<td>390.5 (0)</td>
<td>2842.5 (0)</td>
</tr>
<tr>
<td>Max-SINR + Power Pricing</td>
<td>49 (0)</td>
<td>1845.5 (0)</td>
<td>3997 (0)</td>
<td>15 (0)</td>
<td>90.5 (0)</td>
<td>4312.5 (0)</td>
</tr>
</tbody>
</table>

In parentheses is the percentage of channel realizations for which the algorithm did not converge before reaching the maximum iteration number.

The MMSE algorithm with adaptive weights, on the other hand, has severe difficulty converging within 100 000 iterations at high SNR. The pricing and incremental SNR algorithms perform best, with the incremental SNR heuristic again leading to better convergence properties. Also shown is the sum rate achieved by the max-SINR algorithm as an inner loop with interference pricing used to adapt user powers.
as an outer loop.\textsuperscript{14} In that way, the outer loop can deactivate users. Fig. 4a shows that on average this algorithm along with pricing performs the best among the algorithms considered.

We observe that the asymptotic slope achieved by the max-SINR plus pricing algorithm is about 20 bpcu per 10 dB, or $6 \log_{10} 10$, corresponding to six DoFs on average. Note that the maximum achievable DoFs is seven. Hence this suggests that rather than rely on adaptive power control to optimize the number of users, at high SNRs better performance can be achieved by using admission control (a scheduler) to pre-select an active set of users with fixed powers.

Fig. 5 shows results for the scenario in Fig. 3a with a limit of 100 iterations (shown as dark) and 20 iterations (shown as light) for each algorithm. For the adaptive MMSE algorithm the weights are updated after each iteration; for the incremental SNR algorithm we permit five iterations (one iteration for the lighter curves) per SNR value, so that for an SNR of 40 dB, 105 (21) iterations are performed, whereas at 30 dB only 85 (17) iterations are performed. Comparison of the sum rates in Fig. 5 with those in Fig. 3a, where the algorithms are run until convergence, shows that allowing only 100 iterations incurs a small performance loss. The curves for 20 iterations show a large performance loss relative to 100 iterations beyond about 15 dB. The performance of the max-SINR saturates at about 25 dB, whereas the

\textsuperscript{14}The maximum number of iterations is $10^4$, and the power is updated when the beams in the inner (max-SINR) loop have converged.
other algorithms exhibit positive slope (DoFs) at high SNRs.

C. Discussion

The preceding results show that the min-leakage and max-SINR algorithms generally exhibit the most reliable and fastest convergence. The sum rate achieved by the max-SINR algorithm is significantly greater than that achieved by the min-leakage algorithm at low to moderate SNRs, and is close to the maximum over the algorithms considered provided that interference alignment is feasible. However, because min-leakage and max-SINR assume fixed powers, they become interference limited when interference alignment is infeasible. In contrast, the incremental SNR algorithm in general converges more slowly and has a more complex update procedure, but can deactivate users; hence it can, in principle, achieve the maximum DoFs. It is also observed to achieve a slightly higher sum rate than the max-SINR algorithm in the feasible scenario. This may be attributed to the fact that the incremental SNR algorithm, in contrast to the max-SINR algorithm, attempts to maximize directly the sum-rate objective.

Although the MMSE algorithms offer comparable performance with the max-SINR algorithm at low to moderately high SNRs, at very high SNRs the MMSE filters converge much more slowly. This appears to be a consequence of the property that at high SNRs, the MSE objective does not sufficiently penalize small, but non-zero, interference. Consequently, the MSE-based algorithms provide very small improvements from one iteration to the next. Still, the weighted sum MSE criterion may be useful in practice in conjunction with a scheduler that determines the weights to set user priorities.\textsuperscript{15} The convergence of the pricing algorithm without the incremental SNR heuristic also becomes problematic at high SNRs. Here, however, the difficulty is that each update results in a change in beamformers that is too large rather than too small; due to the irregularity of the sum rate objective at high SNR, the beamformers must be relatively close to a local optimum in order to be reliably attracted. The incremental SNR algorithm can alleviate this problem by ensuring that the beamformers remain close to a good local optimum as the SNR increases.

Allowing several thousand iterations for convergence would likely be infeasible in practice. Hence achieving local sum-rate optimality is difficult in a distributed setting in which the channel and traffic conditions do not remain constant for a very long time. Realistically, the goal of the iterative updates could be to improve an initial set of beamformers within a limited number of iterations. From this point

\textsuperscript{15}Also, Table II indicates that the weighted MSE algorithm may require fewer iterations to converge at moderate SNRs than the incremental SNR algorithm.
of view, the results in Fig. 5 indicate that the algorithms considered here can deliver substantial gains with a modest number of iterations.

D. Rate Region

Fig. 6 shows achievable points in the rate region obtained by varying the MSE weights in the AW-MSE algorithm for $K = 3$ and $N = M = 2$. Two plots are shown for a particular channel realization with SNRs of 10 dB and 30 dB. Two additional points are shown corresponding to the max-SINR and min-leakage algorithms. Those are connected to the bottom plane by solid lines, and essentially correspond to the two aligned solutions. The plots show that as the SNR increases, the points cluster around the aligned solution with the largest sum rate. This is to be expected since as the SNR becomes large, the rate region looks approximately like a box (with rounded edges), where the corner point corresponds to this aligned solution.

VI. Conclusions

We have compared properties and contrasted the performance of different algorithms for updating beamformers and receivers in a MIMO interference network, assuming each user transmits a single beam. The algorithms can be classified into two groups, depending on whether or not they support power control. The fixed-power algorithms (e.g., max-SINR and minimum-leakage) are observed to achieve the maximum DoFs at high SNRs when the corresponding number of users are activated. In general
settings it may be necessary to combine such algorithms with a scheduler that limits the set of active
users. For high SNRs, the number of active users should correspond to the maximum DoFs; however,
determining the number of users that maximizes sum rate at moderate or low SNR depends on the direct-
and cross-channel gains, and may require more information exchange in a distributed network. Although
the max-SINR algorithm does not explicitly attempt to maximize sum-rate, our results show that it offers
the best performance among fixed-power algorithms in terms of sum rate and convergence. Providing
analytical justification for this observation remains an open and challenging problem.

The algorithms in the second group (including AW-MSE, interference pricing, and incremental SNR)
are able to deactivate individual users, thus inherently performing user selection. In principle, they can
therefore achieve the maximum DoFs when the system is overloaded, although the DoFs actually achieved
depend on the system and algorithm parameters, and may be less than the maximum for particular channel
realizations. These algorithms can be designed to maximize a sum utility objective, which enables proofs
of convergence and provides additional flexibility in achieving different points in the rate region. However,
this additional flexibility of being able to adjust the beam powers leads to slower and less reliable
convergence. Among the algorithms considered here, the incremental SNR algorithm yielded the largest
sum-rate in most cases, and exhibited reliable convergence. Again, providing analytical insight into these
observations appears to be quite challenging.

It remains to compare these algorithms for the general case of multiple beams per user. While the
max-SINR algorithm has been considered for more than a single beam [12], the performance is sensitive
to the number of streams activated per user. A challenge is to design beamforming algorithms with power
control and variable stream allocation that reliably converge to a close-to-optimal set of precoders even
when the optimal stream allocation is not known.

APPENDIX

TRANSMITTER UPDATE IN THE INTERFERENCE PRICING ALGORITHM

We define the matrix $B$ to contain the vectors $\sqrt{\pi_j}H_{jk}^g_j^*$ for all $j \neq k$ as columns and the scalar
$c = \sum_{j \neq k} |g_j^TH_{kj}v_j|^2 + \sigma^2$. With the pseudo-inverse $B^+$ we distinguish between two cases:

1) $(I - BB^+)H_{kk}^g_k \neq 0$ (zero-forcing is possible):

We must determine the unit-norm vector $w$, such that $Aw = \lambda w$ with $\lambda > 0$ and

$$A = \frac{1}{|g_k^TH_{kk}w|^2 + c}H_{kk}^g_k (g_k^*H_{kk} - BB^H).$$

Since $A$ depends on $w$, the solution cannot simply be found by performing an eigenvalue decom-
position of $A$. Instead, we perform a bisection line search: since $\|w\|^2 = 1$, the value of $|g_k^TH_{kk}w|^2$
must be in the interval \([0, \|H_{kk}^H g_k^*\|_2^2]\). We can now assume a fixed value of \(|g_k^T H_{kk} w|^2\) somewhere in this interval and compute the eigenvector corresponding to the unique positive eigenvalue of \(A\): if the value of \(|g_k^T H_{kk} w|^2\) resulting from the EVD of \(A\) is larger (smaller) than the fixed value of \(|g_k^T H_{kk} w|^2\) assumed for the computation of \(A\), then the fixed value was chosen too low (too high), cf. [40], and we have thus found a new lower (upper) bound for \(|g_k^T H_{kk} w|^2\). Once the correct vector \(w\) is found with the desired precision by continually reducing the interval for \(|g_k^T H_{kk} w|^2\), the updated beamformer is \(v_k^\text{new} = w\).

2) \((I - BB^+ )H_{kk}^H g_k^* = 0\) (zero-forcing is not possible):

We compute

\[
\zeta = \|B^+ H_{kk}^H g_k^*\|_2^2 - c
\]

and distinguish between the following three cases:

a) \(\zeta \leq 0\):

The updated beamformer is

\[
v_k^\text{new} = 0.
\]

b) \(0 < \zeta \leq \|B^+ H_{kk}^H g_k^*\|_2^2/\|B H_{kk}^H + BB^+\|_2^2\):

The updated beamformer is

\[
v_k^\text{new} = \frac{\sqrt{\zeta}}{\|B^+ H_{kk}^H g_k^*\|_2^2} (B H_{kk}^H + BB^+ ) g_k^*.
\]

c) \(\zeta > \|B^+ H_{kk}^H g_k^*\|_2^2/\|B H_{kk}^H + BB^+\|_2^2\):

As in case 1), we must determine the unit norm vector \(w\), such that \(Aw = \lambda w\) with \(\lambda > 0\) and

\[
A = \frac{1}{|g_k^T H_{kk} w|^2 + c} H_{kk}^H g_k^* g_k^T H_{kk} - BB^H.
\]

Again, we can use a bisection line search; in this case, the initial interval for the value of \(|g_k^T H_{kk} w|^2\) is \([0, \min\{\zeta, \|H_{kk}^H g_k^*\|_2^2\}]\). The updated beamformer is \(v_k^\text{new} = w\).
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