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ABSTRACT 
Usage-based pricing of offered traffic to a data 

network can be an effective technique for congestion 
control. To gain insight into the benejits usage-based 
pricing offers, we propose and study a simple model in 
which many users wish to transmit packets to a single- 
server queue. Based on the announced price per packet 
and the available Quality of Service (QoS) (e.g., mean 
delay), each user independently decides whether or not 
to transmit. Given statistical assumptions about the 
incoming trafic streams and the QoS as a function of 
offered load, the equilibrium relationship between price 
and QoS is determined by a jixed-point equation. The 
relationships among price, QoS, revenue, and server 
capacity are illustrated numerically, assuming a partic- 
ular type of random user population. These examples 
indicate that adjusting the price to maximize revenue 
results in an efficient use of service capacity with an 
associated small mean delay. 

1. Introduction 
As the demand for telecommunications services 

accelerates, the likelihood of user dissatisfaction due to 
network congestion increases. Although in the near 
term broadband networks will be designed to accommo- 
date far more than the anticipated offered traffic, future 
demands for high-speed telecommunications services 
may eventually strain available resources. In such an 
environment efficient allocation of network resources, 
such as available bandwidth and switch capacity, 
becomes an important problem. Usage-based pricing is 
an attractive approach to solving this problem. 

In the context of high-speed networks serving het- 
erogeneous traffic, usage-based pricing can offer many 
benefits. First, pricing can be used to provide closed- 
loop congestion control. As the price (per packet or ser- 
vice) increases, users may decide to withhold transmis- 
sion, or transmit at a reduced rate, depending on the 
degree of urgency of the applications. This use of pric- 
ing assumes that the network can adjust and communi- 
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cate the price to the users within a short time period 
(i.e., within the period of congestion). In addition, users 
must be willing and able to use the pricing information 
to determine an appropriate response which maximizes 
the value they obtain from the service. 

A second benefit of pricing, which is related to 
congestion control, is traffic smoothing. By varying the 
price of a service with time, users can be encouraged to 
alter usage patterns so that the load on the network is 
shifted from normal peak hours to times when the net- 
work is usually lightly loaded. In contrast to the con- 
gestion control application, this use of pricing does not 
require a tight feedback loop between the users and the 
congested elements. Rather, extensive traffic measure- 
ments are needed to determine a price schedule, which 
applies to some period of time (i.e., 24 hour period), and 
is announced to the users in advance. This type of pric- 
ing scheme has been studied in [4] in the context of 
voice telephony. 

A third benefit of pricing is the ability to discrimi- 
nate among different applications that require different 
qualities of service. One way to do this is to assign pri- 
orities to packets, and attach different prices to different 
priorities. In this way the network may be able to 
accommodate more traffic, and make more efficient use 
of its resources than possible without price discrimina- 
tion. Revenues derived from different classes of service 
can then be used to guide bandwidth allocations. The 
user has more options, which can be selected to maxi- 
mize the overall utility of the network. 

In addition to the preceding potential benefits of 
usage-based pricing, standard economic and marketing 
considerations are clearly important. Namely, pricing 
plays a critical role in winning market share from com- 
petitors, and revenues, which depend on pricing poli- 
cies, can be used to decide whether or not to add more 
capacity to the network. An overview of economic 
issues in the pricing of broadband services is given in 
[ 11 and [ 121. The focus of this paper; however, is on the 
relation between pricing and network performance, 
assuming a single statistically multiplexed data service. 
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The study of pricing in the context of network 
engineering presents a difficulty which is generally not 
present in more conventional performance studies. 
Namely, it is necessary to model user behavior in addi- 
tion to the behavior of the network. This is illustrated in 
Figure 1 which shows the relation between the two 
models. The network model takes as input the offered 
traffic generated by the user model, and produces as out- 
put a quality of service (QoS) seen by each of the users. 
The user model takes as input the QoS output by the 
network model, and the price, which is a control param- 
eter. The output of the user model is the traffic offered 
to the network model. 

Price 
Behavior 

Network 

Figure 1. System model. 

Given the complexity and diversity of user behav- 
ior, constructing an accurate model of user behavior that 
can be used in the context of Figure 1 can be quite chal- 
lenging. This is in addition to the network modeling 
problem, which poses a different set of complications. 
In this paper we propose, analyze, and simulate a simple 
model based on the approach in Figure 1. The network 
is modeled as a single queue, and users generate traffic 
in a simple way that depends on price and QoS. For this 
model we characterize stable operating points (i.e., equi- 
libria) and specify the relation between price and perfor- 
mance. Although the model is too complicated to derive 
analytic relationships among system parameters such as 
price, performance, and revenue, we present many 
numerical results which illustrate various tradeoffs. 

multiple priorities, and usage-based price schedules 
(time of day pricing). 

2. Background 
References [ 11-[ 121 discuss recent efforts pertain- 

ing to usage-based pricing in voice and data networks. 
A fundamental difference between the approach taken 
here and previous approaches that model user behavior 
is that we assume a heterogeneous finite-user popula- 
tion. That is, the value perceived by each user from a 
price/QoS combination may be different from that per- 
ceived by other users. In addition, the model considered 
here differs in one or more of the following ways from 
previous models studied: 

The network is assumed to be a private good, so 
that the objective of any pricing scheme is to 
maximize total revenue. (In contrast, much of the 
work previously mentioned assumes that the net- 
work is a public good. In that case the objective 
typically is to maximize the total utility of the net- 
work, defined as the sum over all users of each 
user’s utility.) 

Each user is assigned a utility function, which is 
the maximum price per packet s/he would be will- 
ing to pay for a specified QoS. The utility func- 
tions are assumed to vary randomly among the 
user population, and are known only to the 
assigned users. 

The network measures and announces the QoS 
(e.g., mean delay or cell loss probability). Each 
user transmits data only if hisher value for the 
announced QoS exceeds the price. 
The users wish to transmit at different, fixed data 
rates (characterized by mean packet arrival rates), 
which are determined according to some probabil- 
ity distribution. 
The preceding assumptions were chosen to cap- 

ture important elements of an actual data network which 
implements usage-based pricing. Although the model 

In the next section we briefly mention related 
work on usage-based pricing and explain how our model 
differs from previous models considered. Section 3 
sDecifies our model and states the equilibrium, or fixed- 

we consider is quite simple, it has the disadvantage of 
being difficult to analyze, if not intractable. Neverthe- 
less, numerical results are easily generated, and give 
insight into the price/performance tradeoff for different 

point equation, that relates price to QoS. This fixed- user populations. 

point equation can be used to plot revenue vs. price, so 
that the set of prices that maximizes revenue can be 3. Model Description 
found numerically. Illustrative examples are given in 3.1. Assumptions 
Section 4, along with an example of transient behavior 
associated with a sudden price change. In Section 5 we 
indicate briefly how the approach presented here can be 
used to study pricing of different types of traffic with 

We assume that there are K users who each have 
data to transmit through a gateway to a high-speed net- 
work. This gateway might be a switch somewhere in the 
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network, and the users can be viewed as the incoming 
links. The gateway announces a price P per packet. The 
charge to the data source would presumably be the sum 
of charges imposed by each switch encountered in the 
end to end path. Here we focus on a single gateway in 
isolation ignoring the effect each gateway has upon out- 
put traffic and associated congestion elsewhere in the 
network. We also ignore any additional traffic and cost 
due to the computation and transmission of billing infor- 
mation (i.e., see [53 and [I 13). 

The gateway is modeled as a queue, and user k ,  
1 I k I K ,  is assumed to transmit data with mean rate 
/ I k .  We assume that all users are transmitting a single 
traffic type, i.e., data (as opposed to voice or video), so 
that the QoS for all users is measured in the same way 
(i.e., mean delay or cell loss probability). We later con- 
sider the generalization of this discussion to multiple 
traffic types with different QoS’s. The QoS is assumed 
to depend only on the offered load to the gateway. That 
is, we define a QoS function D ( N C ) ,  which applies to 
every user, where the offered load is 

A =  (1) 
active users k 

and C is the capacity (service rate). Since we will often 
assume that C is fixed, C will sometimes be omitted as a 
function argument. Throughout this paper the QoS is 
assumed to be some form of delay (i.e., mean cell 
delay), denoted by 6. This is simply to make the discus- 
sion more concrete. Other forms of QoS, such as cell 
loss probability or delay jitter, could just as easily be 
considered. 

In order to examine the effect of an announced 
price on the offered load to the network, it is necessary 
to make some assumptions about user behavior. Here we 
assume that associated with each user k is a willingness 
to pay, or utility function uk(6) .  This function is the 
maximum amount user k would be willing to pay for a 
QoS 6. We will assume that uk is a monotonically 
decreasing function of 6. Although we do not explicitly 
model competing services or networks, this might be 
incorporated into the choice of utility functions. We 
will present a specific form for the functions uk(6)  
which depends on a few (random) parameters. This 
class of utility functions will be used to generate the 
numerical results in Section 4. 

Finally, we assume that the gateway measures and 
announces the QoS 6. If uk(6) 2 P, then by assump- 
tion, user k is willing to pay price Plpacket to transmit 
histher data. However, if uk(S) < P, then user k is not 
willing to pay price Plpacket for the announced QoS, 
and does not transmit. (We assume that this user either 

uses a competitor to send the message, or stores the data 
and waits for the price to drop to an acceptable level.) 

3.2. Fixed-point Equation 
Given the preceding modeling assumptions we 

can compute the QoS offered by the gateway as a func- 
tion of price. Namely, in equilibrium the QoS 
announced by the network must be what each user 
observes. Stated precisely, 

D[ (k:u,(S) E 2 P) &I= 6 (2) 

This fixed-point equation (FPE) clearly relates the 
announced price P to the resulting QoS seen by the 
users. In general, the FPE may not have a solution, or 
may have multiple solutions. However, by restricting 
the class of allowable utility functions and delay func- 
tion D(.),  the FPE describes a unique operating point in 
the following sense. 

Theorem 1: Let uk(6) for each k = 1,. . . , K be strictly 
positive, continuous, monotonically decreasing, and 
lim uk(6) = 0. Let D ( A )  be strictly positive, finite, 

continuous, and monotonically increasing. Then given 
P > 0, there is a unique 6, such that 

S+m 

D[ 
/ I k  j > 6 for s<s, 

( k :  uc(S) 2 P) 

( k :  u,(S) Z P) 

Proofi Since each uk(6) continuously decreases to zero, 
the load A(6) = / I k  is a decreasing step- 

function and lim A(6) = 0. Consequently, D[A(6)]  is 

also a decreasing step-function. The result then follows 
from the fact that D[A(O)] > 0.0 

Figure 2 illustrates this FPE for a particular set of 
utility functions u1,. . . , uK,  arrival rates 11,. . . , A K ,  and 
delay function D(A).  As 6 increases, fewer users wish 
to transmit data, and so the load A decreases in a step- 
wise manner causing the announced delay D [ A ( S ) ]  to 
decrease accordingly. In this case there is no solution to 
the FPE. Specifically, there is one user k for which the 
decision to transmit data causes the network delay to 
increase to the point where k is unwilling to pay the 
announced price P. However, if k does not transmit, 
then the delay falls to a value for which this user is will- 
ing to transmit at the announced price. To avoid ambi- 

( k  : u ~ ( 6 )  2 PI 

S+W 
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guity, we define the equilibrium in this situation as the 
point below the line D ( A )  = 6. That is, we assume that 
k does not transmit, so that the equilibrium delay is 
defined by 

max { D(A) I D(A) I 6 ] 

With this modification to (2), it is clear that given the 
assumptions for Theorem 1, there is a unique equilib- 
rium delay for each price P.  

L / 

6 
Figure 2. Illustration of fixed-point equation. 

Given D(A), one can plot QoS as a function of 
announced price for a fixed user population. We would 
like to choose the price to maximize revenue 

3.3. Utility Functions 
Our objective is to propose a class of utility func- 

tions which is characterized by only a few (random) 
parameters, and which captures generally accepted 
notions for user behavior in response to price variations. 
For each user k we assume that u k ( 6 )  is a continuous 
monotonically decreasing function of delay, and that 
lim uk(6)  = 0. Consequently, there is a delay 60,k for 

which ~ ~ ( 6 ~ ~ ~ )  = uk(0) .  We would like to character- 
ize the “abruptness” with which each uk tends to zero. 
That is, we assume that there are some users for which 
uk(6)  = uk(0)  for 6 < 60,k  and u k ( 6 )  = 0 for 6 > 
For other users u k ( 6 )  may decay more gradually. We 
therefore assume that 

s+cc 

(4) 

where Uo,k = u k ( O ) ,  6 0 , k ,  and n are parameters to be 
determined. As n -+ CO, uk(6)  converges to a step- 
function. 

4. Numerical Results 
4.2. Equilibrium 

In this section we present numerical results, based 
on the preceding model, which relate announced price, 
network performance, and revenue. The following 
selection of model parameters simply illustrates our 
approach to the pricing problem, and does not reflect 
actual marketing data for any specific data service. We 
assume that the network gateway is an M/D/1 queue and 
that the QoS function is mean delay, so that 

where p = N C .  The arrival rate /Zk is assumed to be a 
normally distributed random variable where the mean /z 
determines the average load ( K X )  for an announced 
price P = 0. Given that the service rate is C ,  the mean 
normalized load, or requested bandwidth, is 

B = K/z/C (6) 
In what follows we assume that B > 1, meaning that if 
P = 0, then the queuing delay at the network gateway 
tends to infinity. Denoting the standard deviation of the 
distribution for / I k  as OF), the following results assume 
that $)/I = 1/2. 

The parameters UO,k and 60,k in the utility func- 
tion (4) are assumed to be normally distributed random 
variables. Since each user transmits the same traffic 
type, we assume that the mean and variance are the 
same for each user. Specifically, 

UO,k - N(1, $), 60 ,k  - N(20/C,  5/c) (7)  

Finally, the following results assume that K = 100, and 
that n = 2 for each user. 

Figures 3a and 3b show, respectively, mean rev- 
enue and delay vs. price for a fixed user population with 
capacity as a parameter. Random model parameters 
were sampled from the associated distributions. Each 
point was obtained by solving the fixed-point equation 
(2). Note that to maximize revenue, the price should be 
set at the minimum value for which the mean delay is 
nearly zero. Also notice that for each C, the jagged 
decay of the revenue as P increases is identical to the 
decay corresponding to higher values of C .  This is 
because for large enough P ,  6 = 0, so that the revenue is 
independent of capacity in this range. 

Although the curve of revenue vs. price has a 
prominent global maximum, there exist numerous local 
maxima. In general, revenue as a function of price can 
be quite “choppy”. The reason for this is that as the 
price rises, a user may leave the system which locally 
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decreases revenue. However, as the price continues to 
rise, there is likely to be a price interval for which no 
users leave, so that the revenue increases in this interval. 
When the price is low, the increase in revenue as a func- 
tion of price is nearly linear, since nearly all potential 
users are transmitting. 

Figure 4 shows probability densities for mean rev- 
enue with price as a parameter. The densities are with 
respect to random user populations. These curves are 
actually histograms of averaged revenue for a sampling 
of 1000 different randomly selected user populations. 
The densities drift to the right as the price increases, 
until the price is raised to the point where the variance 
becomes quite large. This reflects the uncertainty in rev- 
enue when trying to price for a small population of users 
with large utilities. 

Figure 5 shows a plot of maximized revenue 
R,,(C) vs. capacity C for a fixed user population. The 
maximization is with respect to the price. For the finite- 
user model assumed here, R,,(C) is piecewise continu- 
ous due to the discrete nature of user decisions as to 
whether or not to transmit for given P and 6. Consider 
the situation in which capacity C is to be allocated to 
two types of services, i.e., constant bit rate video and 
statistically multiplexed data. To maximize total rev- 
enue, the capacities allocated to these services, (Cl, C,) 
where C1 + C2 = C ,  should be chosen so that the 
marginal increase in revenue due to allocating C1 + E 

units of capacity to the video service is the same as the 
marginal decrease in revenue due to allocating C2 - E 

units of capacity to the data service, where E is small. 
Depending on how video revenue depends on capacity, 
there may be multiple allocations for which this is true. 
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Figure 3a. Revenue vs. price with normalized capacity 
as a parameter. 
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Figure 3b. Delay vs. price with normalized capacity as 
a parameter. 
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Figure 4. Histogram of revenue for various prices; nor- 
malized capacity is 0.3. 
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Figure 5. Maximized revenue vs. capacity assuming a 
fixed user population. 

4.3. Simulated Transients 
The preceding results assume equilibrium, mean- 

ing that the QoS announced by the network is the same 
as that seen by the users. However, in a dynamic envi- 
ronment where the price can change, transients occur 
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during which the system is not in equilibrium. Conse- 
quently, it is of interest to determine if equilibrium can 
be obtained, given that the price stays fixed at its new 
value, and if so, how long it takes to achieve equilib- 
rium. 

To study the effect of changing price on the pre- 
ceding model, it is necessary to specify how the network 
estimates QoS (mean delay). Because we assume that 
each arrival to the queue is a fixed-length cell, the delay 
is the same as the queue length. We could assume, then, 
that the network simply announces the instantaneous 
delay. However, because delay is a random process, 
which can vary rapidly, one might expect that announc- 
ing a smoothed delay will lead to improved system 
behavior. The results that follow assume that the mean 
delay is estimated as { ijl, - a)6 + a8, packet exits 

(8) no packet exits 4 l+ l  = 

where 6 is the delay experienced by the most recent 
packet, and 8n is the estimated mean delay computed 
from n packets. Of course, a = 0 corresponds to taking 
the current delay as the estimate. The rest of the model- 
ing assumptions remain the same. That is, even though 
the QoS seen by each user in a dynamic environment is 

past announcements to influence their decisions. Conse- 
quently, when the price suddenly changes, the users act 
according to the preexisting steady-state delay longer 
than they would have without smoothing. This causes 
the overshoot and oscillations shown in Figure 6. This 
behavior is consistent with the fluid-flow analysis given 
in [ 3 ] .  

0 
oL------.-- - .  . . , . . .- 

5wo loo00 15WO 

time 

Figure 6. A simulated transient in which the price is 
suddenly decreased from 1.0 to 0.5 at t = 10,000. 
Shown is the queue length for the cases a = 0 (no 
smoothing in measured delay), and a = 0.998. The nor- 
malized capacity is 0.3. 

generally different from the QoS announced by the net- 
work, the user's decision as to whether or not to trans- 
mit is based on the announced 00s.' 

5. Extensions 
Clearly, the model presented here can be extended 

Because the resulting model is complicated, it 
appears to be difficult to perform a transient analysis 
without making a number of simplifying assumptions 
[3] .  Transient behavior can, however, be studied by 
simulation. Figure 6 shows queue length vs. time 
assuming that the price changes from 1.0 to 0.5, and that 
the system starts empty. Two cases are shown in Figure 
6 corresponding to a = 0.998 and a = 0 in (8). It is 
interesting that the queue exhibits oscillatory behavior 
with smoothing, but without smoothing the queue reacts 
quickly to the price change and does not oscillate. This 
is due to the assumption that the users react instanta- 
neously to the announced delay and price. Conse- 
quently, without smoothing fewer (more) users transmit 
packets as the delay increases (decreases). This effec- 
tively regulates the queue length so that it remains 
nearly constant. Smoothing actually models the case in 
which the users do not react instantaneously, but use 

'We assume that it is in the best interest of the network provider 
to estimate QoS as accurately as possible. Intentionally inaccu- 
rate estimates are likely to frustrate users, causing them to leave 
the system. 

in many ways to account for more complicated user 
behavior as well as more sophisticated network models. 
Here we briefly indicate how the model presented in 
Section 3 can be extended to handle different traffic 
types with different priority status, and how static pric- 
ing schemes which vary only with the time of day might 
be studied. We leave a more detailed examination of 
these issues for future work. 

5.1. Multiple Priorities 
Different network applications will require differ- 

ent QoSs, and will thereby pose different burdens on the 
network. To maximize network efficiency, applications 
which require strict guarantees on QoS should be 
charged more than applications which do not require 
these guarantees. A simple way to achieve different 
grades of service is to assign different priorities to cells 
associated with different applicationshsers. Higher pri- 
ority cells are served before lower priority cells, and 
usage-based charges depend on the assigned priority 
class of the transmitted cells.2 (The relationship between 

'In practice, QoS should be tied to application requirements, 
such as bounds on absolute cell delay, cell delay jitter, and cell 
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priority pricing and adaptive, or “spot”, pricing is stud- 
ied in [13] in the context of the electric power industry.) 

Consider the model in Section 3 where each user 
must choose either a high or low priority class. High pri- 
ority traffic is treated differently from low priority traf- 
fic. Namely, we could assume that low priority cells are 
served only after high priority cells have been served. 
Of course, other queuing disciplines which preferen- 
tially treat high priority cells are possible. We assume 
that the network measures and announces the QoS (i.e., 
mean delay) for each priority class. Let PH ( P L )  be the 
price per packet for high (low) priority cells, and let 6, 
(6,) be the mean delay for high (low) priority cells. 
User k chooses to transmit packets via high priority pro- 
vided that 

U k ( 6 H )  2 P H  and u k ( 6 H )  - P H  > u k ( 6 L )  - P L ,  

and chooses to transmit packets via low priority pro- 
vided that 

U k ( 6 ~ )  2 PL and u k ( 6 L )  - P ,  > U k ( 6 H )  - P H  

Denote the set of users who transmit high (low) 
priority cells as U H  (UL).  If the user population is fixed 
and the system is in equilibrium, then the delays 
announced by the network must be the same as the 
delays seen by the users. This implies the two- 
dimensional FPE 

D H  z A k ,  A k  = (9) 
[ k € U L  k e U H  1 

and D L [ k  guL / Z k t  k E U H  I k  ] = 

where DH(pL,  pH) and DL(pL,  p H )  relate offered low 
and high priority loads to mean delays. Of course, these 
functions depend on the queuing discipline. As in the 
single-priority, finite-user case, this FPE does not 
always have a solution, although an operating point can 
always be defined. This FPE then relates the price vec- 
tor ( P H ,  P L )  to the performance vector ( 6 ~ ,  6,). The 
objective is then to find a price vector that maximizes 
revenue C ( P H p H  + P L p L ) .  Of course, adding more 
priority classes results in a higher dimensional FPE. 

5.2. Time of Day Pricing 
In practice, an adaptive pricing scheme which 

responds quickly to variations in offered load is likely to 
be impractical to implement in the near term. However, 
it is feasible to announce a static usage-based price 
schedule in which the price changes every few minutes. 
This schedule could, for example, cover a 24-hour 
period. Periods over which the price is constant will 
depend on the periods during which traffic measure- 
ments are collected. (For voice telephony traffic mea- 
surements over 15 minute intervals are common [5].) 

To illustrate how the approach presented here can 
be used to study the effect of a static price schedule, 
suppose that the price schedule contains two entries: a 
day price P D  and a night price P N .  For simplicity, we 
assume that each user generates traffic only during the 
day, and has the choice of sending hislher traffic as soon 
as it is generated, or storing it and transmitting it during 
the night. We also assume that “day” and “night” are 
separated by a fixed time T .  The network measures the 
delay during the day (night) as 6, ( 6 N ) ,  and we assume 
that 6, << T and’s, << T .  User k chooses to transmit 
traffic during the day provided that 

u k ( 6 D )  2 PD and U k ( 6 ~ )  - P D  > U k ( 6 N  + T )  - P N  

and chooses to store the message and transmit at night 
provided that 

U k ( 6 N  + T )  2 P N  and U k ( 6 N  + T )  - PN > u k ( 6 D )  - P D  

Denote the set of users that transmit during the day 
(night) as U D  ( U N ) .  In equilibrium the delays 
announced by the network must be the same as those 
seen by the users, which implies that 

60 and D A k  = 6 ~ ( 1 0 )  
[k  E U, 1 ’ [ k  2~ ] = 

For a fixed user population, these equations specify the 
relation between day vs. night price differentials and 
network performance. Depending on the nature of the 
user utility functions, price differentials can be used to 
smooth traffic. That is, by choosing P D  sufficiently 
greater than P N ,  the load during the day might be 
adjusted to match the load during the night. Of interest 
is the relation between day and night loads when P D  
and PN are chosen to maximize revenue. 

loss probability. Assigning priorities has the advantage of being 
relatively simple to implement; however, the relationship be- 5.3. Other Extensions 
tween a given priority class and this broader application-oriented In practice, pricing of heterogeneous services 

sharing the same network facilities must take into 
account additional issues, which have not been men- 
tioned here. For example, different traffic types require 

notion of QoS may not be easy to characterize in many situa- 
tions of interest. 
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different measures of QoS and may incur connection 
charges in addition to usage-based charges. The general 
problem of allocating capacity to different services effi- 
ciently then becomes much more complicated. The 
interaction between this problem and pricing clearly 
deserves further study. Also, the effect of competing 

extremely important in practice. Finally, we mention 
that the changing regulatory constraints associated with 
the telecommunications industry are likely to play a 

[lo1 

services has not been explicitly modeled, and is 11 

major role in determining pricing policies. [I21 
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