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1.Introduction 3. ApprOaCh Feature Comparison

Problem statement
Web applications become popular and bring people convenience, while there is a

Feature Extraction & Selection
We separate the features of URL into 3 classes: Lexical
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rapid growth in the number of attacks from various criminal enterprises, such as . . ) =
financial fraud and spam-advertised commerce. The common thread among Feature, Site popularily Feature, and Host-based Feature. feE;’?uI?:;e izgmggz?dgifgaggzuﬂhog %0r —
those attacks ig the requirement that unsuspecting users visiting t_he sites, clicking | exical Feature Host-based Feature classification accuracy g0l .
the target Uniform Resource Locator (URL). If we can be informed of the g 700
roperties of the target URL in advance, in other words, whether it is dangerous : S ol
gr npot such roblem% will be largely resolved ; rength of hostname nteger Autonomous system numoer ieger ‘Host-based features contribute the i
7 P gely ' Length of entire URL Integer IP country Integer most to the performance_ _g 0r
PrOjeCt GOal Number of dots Integer Number of registration information  Integer :§ 40
This proje_ct IS to p_resent a Iearn_ing based syst_em tha_t IS capable of classifying Top-/eye/ domain Integer Number of resolved IPs Integer ‘The effect of lexical features on 8 a0
URL intelligently without accessing the Web site, which removes the rur?-.tl_me gozamktoken count ;nteger Domain contains valid PTR record  Binary classification accuracy will be 201
latency and protects user from being exposeq t.o browser-b_ased vu_Inerabllltles. giuliorcilootin nteger Redirect to new site Binary largely reduced when LR is utilized. ol
Thus, our approach is complementary to existing blacklisting service and the Average domain token length Real e — Binary ) w
systems based on evaluating site content and behavior. With the effective AVEREGD (PE (A (g Real Site Popularity Feature Learming Algorthms -
extraction of URL features and the resulting classification model, our system LCIIGEEH GO KOLTE USRI TG
labels whether the Web site of the input URL is benign, phishing, or malware. Longest path token length Integer |
,B,:Z;C; :;Ze :;rsees:g:e g:zz:y I;Iun;berf?f Ext«zrnal Links ;nteger Cl aSSIfI er C omparls on
Securityseﬁ Siive word presence Binarji eartrariic ran - nteger We evaluate each algorithm in classification accuracy, model building time, and
Domain in & reputable sites list Binary true positive rate (TPR) and false positive rate (FPR).
2. System VMethod o DT
] SVM 56.26 >79-4 TPR (%) 98.3 99.9 90.7
L oxical Given the input URL, our system first extracts the features in 3 groups and LR 95.84 5.7 —on (o/°) 36 0'2 1'1
Lexical Feature Features ot S e T performs transformation on the features with String type by referring to a Map _ ) | | |
Extraction Combination constructed by us. With the sample and classification model, our approach can 30 times test (randomly select 75% samples)
Host-based : e :
Features classify the URL and output the classification resuilt. 100 | | | | |
URL . Host-based Feature 3 3 3 3 3 SVM
Preprocessing Extraction Site Popularity By a®_gEe, gBgaetee_ oot Eanatag
Features i i .
Leamm_g _Algorlthm £ % : 5 ol : : TPR (%) 98.9 84.8 44.0
e SO 8 Site Popularity J48 Decision Tree (DT) S ouf — — e FPR (%) 30.6 0.7 0.3
Target Web Site Feature Extraction § 9ol —~+—SVM| .
S \ \ \ | —=—LR
: S 9f o o o ;~~~~ |
Support Vector Machine (SVM) 2 S LR
Result ° B D - - - o _
Classifier . .. . ' TPR (%) 97.5 100 83.2
Logistic Regression (LR) N N T TR S FPR (%) 6.4 0 1.8
o umber Ot training times
Gathering The Data .
We randomly collect 22,190 benign URLs from DMOZ Open Directory Project. 4. EVﬂ'Uathn
DMOZ is one of the largest human-edited directory of the world. It classifies URLs -
into different categories. As for phishing URLs, we collect 5,703 samples from Baseline 5- CO"CIUS'O“S
PhishTank, a collaborative site where people can submit and verify phishing URLSs. | | | | We propose a learning based approach to separating Web sites into 3 classes:
Besides, we select 9,220 URLs from DNS-BH project, a site creating and We adopt ZeroR algorithm as baseline method. ZeroR is a simple rule-based benign, phishing, and malware. The analysis is only based on URL itself
maintaining a list of domains known to be used to propagate malware and spyware. classifier and it assigns every value to the most common class. In our dataset, without accessing the target website, which removes the run-time latency and
Training we have 37113 instances, including 5703 phishing URLs, 22190 benign URLs protects user from being exposed to browser-based vulnerabilities. We argue
URLS i the datase are lbele. W use 510! metho 1 s our systems. Before 21,9220 Telre e Fhoroore, Zerof il oirph class o e s et s approach s complemeriay 1o both biaclising and e sysens
training, we preprocess the features not consistent with others. For example, the usin thge aumber of benian URLs, divided b thé size of dataset. The baseline ig a(sjel on eva l:a mghsu S conten tan eh_awor. 97y5c;el;e JTly SEIeCting 9 eta ut_res
range of traffic feature is much larger than that of other features. We map the 59 730/ J y ' anl. ° arnl\r/1vg S g.f[m MS, OUr System achleves 97.957 acturacy on detecting
feature into a much smaller range and it turns out to significantly increase the R MACIoUs YYEL SIES.
accuracy. We also use Chi-Square test and virtualization tool in Weka to select -
most informative features. Then, we use three learning algorithms-J48 Decision 6- WGb Slte
Tree, Support Vector Machine (SVM) and Logistic Regression to construct the http://users.eecs.northwestern.edu/~hlc720/349/index.html
model.
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