










Figure 5. Examples of near duplicate videos in Qr

these ground-truth label to compare the performance of our

system with state-of-the-art systems in real world settings.

Qt: A group of 150 video shots is randomly selected from

the crawled videos. Each of them undergoes several ar-

tificial transformations including scale change, horizontal

mirror, blur, contrast stretch, and gama correction, which

results in 9 transformed versions of each original video.

Therefore, the dataset contains 1500 videos in total. In

our experiments, the original 150 video shots are used as

queries to test whether the transformed ones could be suc-

cessfully retrieved. This dataset is used to compare the in-

terest seam image synopsis with key-frame based methods.

With these query datasets, two groups of experiments

are conducted, in which the evaluation strategy is similar to

the leave-one-out strategy commonly used in object recog-

nition. For the first group, each video shot from Qr is used

in turn to query the database which combines D and Qr(the

query video is excluded). The other group of experiments

is conducted similarly but Qr is replaced by Qt. We com-

pute Average Precision by averaging precision over all re-

call levels for each query. Then we get the mean value of

average precisions for all queries, namely Mean Average

Precision(mAP), to serve as the main performance evalua-

tion criterion, which is also widely adopted for multimedia

retrieval evaluation [18, 14].

5. Experiments

In this section, we present a variety of experiments con-

ducted to demonstrate the effectiveness and efficiency of

the proposed video representation. Firstly, a qualitative ex-

periment is carried out to demonstrate the stability of the

“seam” against various video transformations in Sec. 5.1.

Then, the performance of the proposed video synopsis and

retrieval system is compared with several state-of-the-art

Figure 6. Illustration of the stability of the seams (yellow curves)

against video transformations. Videos in the second row are trans-

formed from the first row.

mAP

Video Representation MSER GIST

Interest Seam Image 0.9699 0.9766

Keyframe 0.894 0.9062
Table 1. Performance comparison between interest seam image

and key-frame on local feature(MSER) and global feature(GIST).

The evaluation is carried on transformed queries(Qt).

methods in Sec. 5.2. After that, the parameter sensitivity of

the proposed algorithms are tested in Sec. 5.3 and Sec. 5.4.

Finally, the strength of scene verification and inverted in-

dex with temporal context are investigated in Sec. 5.5 and

Sec. 5.6.

Before introducing the experimental results, we briefly

discuss the implementation details of the proposed algo-

rithms. All experiments are carried out on a 2.33GHZ PC.

The β, α, σ, c, γ, in Eq. 2, Eq. 3, Eq. 6, Eq. 13, Eq. 16,

are set to be 40, 0.7,
√

2

7
, 30, 0.7, respectively. The di-

mensionality of MinHash signatures is 60. Besides, in all

experiments, max is used to implement operator f in Eq. 4

and Eq. 5, and each dimension of GIST is quantized to an

integer to reduce memory cost.

5.1. Stability of seam

In this experiment, we test the stability of the seam

against different kinds of video transformations, includ-

ing aspect ratio change, contrast stretch, gamma correction,

and a more complicated transformation combining contrast

stretch and logo insertion. The result is visualized in Fig. 6.

From this figure, we could see the positions of the seams are

quite stable thus the interest seam image composited from

seams is suitable for near duplicate video matching.

5.2. Retrieval accuracy

To demonstrate the superiority of interest seam im-

age over key-frame, we compare them with different low

level features, using Qt as testing data. The result is

shown in Table. 1. It is clear that no matter we use

MSER [5] or GIST [13], the accuracy of interest seam im-

age based method is much higher than the key-frame based
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Figure 7. (a). Performance comparison between interest seam image and key-frame with changes in the MinHash signature dimensionality;

(b) retrieval accuracy of interest seam image with changes in the strength (i.e. β in Eq. 2) of central Gaussian prior; (c). performance

comparison among interest seam image, interest seam image with scene descriptor, and interest seam image with scene verification

Approaches mAP Global Local

Interest Seam Image +

Scene Verification 0.9401 Y Y

Interest Seam Image 0.896 N Y

Keyframe + MinHash [2] 0.8179 N Y

Keyframe + GIST [3] 0.8472 Y N

Temporal Slice [12] 0.8388 Y N

Hierachical Framework [18] 0.8828 Y Y

Table 2. Performance comparison between proposed algorithms

and state-of-the-art methods on Qr. The last two columns indi-

cate whether each method uses global/local feature. And “Interest

Seam Image” means the proposed retrieval system without scene

verification.

approaches.

We also compare the proposed video retrieval system

with several recent methods [2, 18, 12, 3] on Qr. In [2],

interest points were extracted from key-frames and indexed

by Min-Hash. In [18] local and global features extracted

from key-frames were combined in a hierachical frame-

work to improve efficiency and preserve accuracy. GIST

was used in [3] as global feature to index web images and

good result is achieved. Therefore, we also used key-frame

combined with GIST as a baseline in the experiment. Fi-

nally, we compared interest seam image with [12] which

used temporal slice. The comparison results are summa-

rized in Table. 2.

From the evaluation result, it could be seen that only with

local feature, interest seam image already achieve 0.896 re-

trieval accuracy, which is better than all competing meth-

ods, including [18] which utilizes both global feature and

local feature. After the scene verification based reranking

step is added, the accuracy of the proposed video retrieval

system is significantly further improved to reach 0.94.

5.3. Impact of dimension of MinHash signature

Recall from Sec. 3.1 that the signature dimensionality k

in Eq. 12 determines both the representation capability of

the signature and the memory cost of the retrieval system.

Therefore we vary k, and compare the accuracy of the pro-

posed retrieval system with key-frame combined with Min-

Hash [2] on Qr. The result is shown in Fig. 7(a). This

figure shows that interest seam image based indexing per-

forms better than key-frame on all levels of k. Besides, it

also shows that even with a small dimensionality (e.g. 60),

our retrieval system could achieve good retrieval result, i.e.

0.896 in terms of mAP. This indicates that our video re-

trieval system could be scaled to web video dataset.

5.4. Impact of Gaussian central prior

The impact of the parameter β in Eq. 2 is tested on Qr.

The result is shown in Fig. 7(b). We could see that if no

Gaussian prior is enforced on the generation of seam, the

seam will become less repeatable and lead to performance

degradation. Increasing the strength of Gaussian prior will

make an remarkable improvement on the retrieval accu-

racy(mAP improved from 0.8577 to 0.9029) but if the Gaus-

sian prior is too strict, the seam will be less flexible and hurt

the retrieval results.

5.5. Impact of scene verification

To fully justify the benefit of scene verification, we com-

pare the proposed retrieval system with two of its variants:

interest seam image without scene verification(the curve for

“Interest Seam Image” in Fig. 7(c)) and interest seam image

with only scene descriptor. The first variant only uses local

feature, the second variant only uses scene descriptor, while

the proposed retrieval system combines both features. The

comparison result is shown in Fig. 7(c). We could see that

the scene verification approach performs much better than

using either kind of feature individually. Also, it could be

seen that with the help of scene verification, the accuracy of

the proposed retrieval system is improved even with much

less dimensions of MinHash signature, which implies that



Approaches mAP Memory Speed

MinHash 0.8886 720 Bytes 4.09s

MinHash + Temporal Context 0.9165 1080 Bytes 0.47s

MinHash + Temporal Context

+Scene Verification 0.9401 480 Bytes 0.24s

Table 3. The mAP and cost comparison of MinHash, MinHash

with temporal context, MinHash with temporal context and scene

verification.

both accuracy and memory efficiency of the retrieval sys-

tem are improved.

5.6. Efficiency comparison

In this section, we compare the efficiency of the pro-

posed retrieval algorithm with [2], one of the most efficient

multimedia retrieval algorithms. Here, the MinHash signa-

ture dimensionality is an important parameter which trades

off between efficiency and accuracy. In this experiment,

we adjust this parameter to ensure each retrieval algorithm

achieve the best mAP. Then we compare their mAP, mem-

ory cost per video shot, and retrieval speed per query. The

result is summarized in Table. 3. From the table, we could

see that by incorporating temporal information into the in-

verted index, our retrieval algorithm achieves better accu-

racy and 9 times speedup but sacrifices memory efficiency.

However, after combining scene descriptor with local fea-

ture, not only retrieval accuracy is improved from 0.8886 to

0.9401, but memory cost is reduced from 720 bytes to 480

bytes and retrieval speed is 17 times faster. This is because

performing scene verification enables us to use MinHash

signature of smaller dimensionality to represent each video.

6. Conclusion and future work

This paper has presented interest seam image, a novel ap-

proach to generating discriminant and efficient video synop-

sis for web-scale video content analysis applications, such

as video recognition, video clustering, and video retrieval,

etc.. A spatiotemporal energy map is defined to guide the

extraction of prominent seams in the video, from which in-

terest seam image is composited. Therefore, interest seam

image preserves both spatially and temporally salient visual

information in the videos. Its efficacy is demonstrated in a

near duplicate web video retrieval task.

A novel video retrieval algorithm has been developed us-

ing interest seam image. It composes two novel compo-

nents, i.e., an efficient inverted indexing scheme that takes

advantages of the temporal context in the interest seam im-

age, and a general post verification method, namely scene

verification, which is manifested to be able to boost both

retrieval accuracy and efficiency. Comparisons with state of

the art video retrieval systems on a large scale web video

database demonstrate that the proposed approaches simul-

taneously improves retrieval accuracy, retrieval speed, and

memory efficiency.

Future works include further exploration of invariant vi-

sual representations for video which are robust to more

types of video editings, and extensive tests in different types

of video content analysis tasks and applications.
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