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This book contains the proceedings of HPCS'98, the 12th annual international symposium on High Performance Computing Systems and Applications. The HPCS series originally started in 1987 as a two-day conference (Supercomputing Symposium '87) at the University of Calgary. By bringing Canadian researchers with a common interest in supercomputing together, the intent was to create an academic, industrial and government environment for fostering the growth of computational research. In 1991 the symposium broadened its scope to include international papers, and changed its name to High Performance Computing Systems (HPCS).

There are a plethora of conferences that advertise using the keywords parallel, distributed and/or high-performance computing. With so much competition, it is imperative that an event be attractive to prospective authors and attendees. Towards this goal, several things were tried to strengthen the conference:

1. Changing the program emphasis to high performance computing and applications. This will allow the HPC system developers and the end users to get together and interact.

2. Offering an impressive lineup of international high-profile keynote and invited speakers.

3. Increasing the refereeing standards. Only 38% of submitted papers were accepted.


5. Adding a poster session, allowing students to showcase their work.

6. Locating the conference at a unique venue. I doubt many of the attendees will soon forget the novelty of West Edmonton Mall.

Feedback suggests that all these changes enhanced the conference. It is hoped that next year's conference can build on our success.
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Abstract: In this paper we present the design and implementation of a runtime system based on collective I/O techniques for irregular applications. The design is motivated by the requirements of a large number of science and engineering applications, including teraflops applications, where the data is required to be reorganized into a canonical form for further processing or restarting. We also propose the design and implementation of a software caching method to improve the performance of the collective I/O techniques. The main idea of the software caching method is that, in an irregular application, the same data may be accessed repeatedly during the execution of subsequent irregular loops. Thus, improved performance can be achieved by storing the data in a processor's local memory and using it in the subsequent loops. We show the performance results for two implementations: non-caching and software caching methods. The performance results were collected on an Intel Paragon machine located at Caltech.

Keywords: software caching, parallel I/O, irregular applications, collective I/O.
16.1 INTRODUCTION

In parallel computing environments, I/O intensive applications have been increasing since many of the large-scale applications are data intensive rather than compute intensive (Poole, 1994; Rosario and Choudhary, 1994). These applications have very large I/O needs, and are further complicated by having different I/O types (such as checkpointing of large data sets for restarting, or periodically writing snapshots of the computation for subsequent visualization). A large number of these applications are irregular, where accesses to data are performed through one or more levels of indirection (Carretero et al., 1998; No et al., 1998). Sparse matrix computations, particle codes, and many CFD applications, where geometries and meshes are described via indirections, exhibit this characteristic. In I/O intensive applications, especially for irregular problems, the I/O cost for reading and writing data is more significant than communication or computational overheads. To reduce the I/O cost and to enhance performance, collective I/O has been used as a general mechanism (Choudhary et al., 1994). In collective I/O, processors cooperate to combine several fine-grained I/O requests into a single, canonically ordered, coarse-grained request.

In previous works (Carretero et al., 1998; No et al., 1998), we proposed some preliminary ideas to provide parallel I/O for irregular applications. In this paper, we present the design and implementation of a software caching method, using collective I/O, to produce high performance I/O. The motivation is that, in irregular applications, the same data may be accessed repeatedly during an execution. Therefore, some I/O operations can be eliminated by storing the reused data in the processor's local memory. The experimental results, obtained on the Intel Paragon at Caltech, show the feasibility of the software caching method proposed in this paper.

The rest of the paper is organized as follows. In Section 16.2, we present an overview of irregular applications and our collective I/O method to support them. Section 16.3 presents the software caching method. Experimental results for the non-caching and software caching methods are shown in Section 16.4. Finally, some conclusions are presented in Section 16.5.

16.2 I/O FOR IRREGULAR APPLICATION

In irregular applications, the data domain area to be accessed is determined by computing one or more level of indirections. Figure 16.1 illustrates an irregular loop (Das et al., 1994). Arrays x and y are data arrays and a(ij), b(ij), c(j) and d(j), which are used to reference data, are called indirection arrays. This irregular problem can be abstracted into the form shown in Figure 16.2. In this abstraction, we assume that data is distributed using some partitioning scheme, which may be application dependent. There is an indirection array on each node that describes the location of the corresponding data elements in a global array. For example, in Figure 16.2, processor 0 accesses x(a(0)), x(a(4)), x(a(5)), x(a(2)), and processor 1 accesses x(a(7)), x(a(8)), x(a(6)), x(a(9)), etc.

The objective of the I/O library is to provide a high-level interface for the programmer to write code for reading/writing data from/to files, in the order imposed by the global array. There are several characteristics to be considered in developing an
I/O library for supporting irregular problems. One of them is that irregular problems often generate fine-grained data distributions requiring access to non-contiguous locations in a global array. Therefore, an appropriate collective I/O method is necessary to obtain high I/O performance.

16.2.1 Collective I/O

The design of the collective I/O library relies on the two-phase I/O strategy (Choudhary et al., 1994). The basic idea behind the two-phase collective I/O is to optimize at runtime the access patterns seen by the I/O system. In other words, a large number of small and disjoint I/O requests are converted into a small number of large contiguous requests. This optimization incurs costs in terms of additional communication and buffer space requirements. However, since communication speed is normally several orders of magnitude faster than the I/O speed, the overhead is smaller than the reduction in the I/O cost. Several factors must be considered in the design of a library based on this technique: buffer size used by the library, communication schedule con-
struction and reorganization, the number of processors participating in I/O at any time, and scheduling of I/O requests. In addition, for irregular computations, the number of passes through the data sets for computing an I/O schedule and reorganizing data are also important.

The collective read operations involve three basic steps: schedule construction, reading data from files, and redistributing data into the appropriate locations on each processor. In the write operations, a redistribution step precedes the file write step. Each of these steps consists of several phases, which are described below.

### 16.2.2 Schedule Construction

The schedule describes the communication and I/O patterns required for each node participating in an I/O operation. For regular multidimensional arrays, the accesses can be described using regular section descriptors. The communication schedule can be built based upon this information. On the other hand, when indirection arrays are involved in referencing the data array, they must be scanned to consider each element individually to determine its place in the global canonical representation as well as its destination processor.

Two factors affect the schedule construction in particular, and the overall I/O library design and performance in general. They are:

1. **Chunk Size**, which is the amount of buffer space available to the runtime library for I/O operations. For example, if the total size of the data per processor to be read/written is 8 MB and the chunk size is 2 MB, then the I/O operation will require four iterations to complete. A schedule must be built for each of these iterations.

2. **Number of processors involved in I/O**, which determines the communication among processors for data redistribution.

The following briefly describes the steps involved in schedule computation:

- Based upon the chunk size, each processor is assigned a data domain for which it is responsible for reading or writing. For example, if there are four processors and 16 elements to be read/written, with a buffer space of two elements on each processor, the chunk size is 8 elements. Processor 0 will be responsible for elements 0, 1, 8, and 9, processor 1 will be responsible for elements 2, 3, 10, and 11, and so on. For a chunk, each processor computes its part of data to read or write while balancing I/O workload. Next, with each index value in its local memory, each processor first decides from which chunk the appropriate data must be accessed, and then determines which processor is responsible for manipulating the data chunk.

- Index values in the local memory are rearranged into the reordered-indirection array based on the order of the destination processors. Therefore, we can communicate consecutive elements between processors (communication coalescing.)

Note that the irregular steps, and
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step 1 \[ \forall i, 0 \leq i \leq C-1 \]
step 2 \[ \forall j, 0 \leq j \leq P-1 \]
\[ p_d = \text{compute} \_\text{destination} \_\text{processor}(p_j), 0 \leq d \leq P-1 \]
\[ \text{send}(p_j, p_d, S_{\text{index}}(i, p_d)) \]
\[ \text{recv}(p_j, p_d, R_{\text{index}}(i, p_d)) \]
\[ \text{send}(p_j, p_d, S_{\text{data}}(i, p_d)) \]
\[ \text{recv}(p_j, p_d, R_{\text{data}}(i, p_d)) \]
step 3 \[ \text{write}(\text{data} \_\text{file}, c_i, \text{offset}(i)), 0 \leq \text{mynode} \leq P-1 \]

Figure 16.3 The collective write operation algorithm.

Note that once it is constructed, the schedule information can be used repeatedly in
the irregular problems, whose access pattern is not changed during the computation
steps, and thereby amortizing its cost.

16.2.3 Parallel Collective Read/Write Operations

A processor involved in the computation is also responsible for reading data from files
or writing data into files. Let \( D \) bytes be the total size of data and \( P \) be the number
of processors. If the size of the data chunk is the same as the total size of the data,
then each processor reads \( D/P \) bytes of data from the file and distributes it among
processors based on the schedule information. For the case of writing, each processor
collects \( D/P \) bytes of data from other processors, and then writes it to the file. By
performing I/O this way, the workload can be evenly balanced across processors.

Let \( C \) be the number of data chunks. Let \( S_{\text{index}}(i, p_j) \) and \( S_{\text{data}}(i, p_j) \) be the size
of the index and the data to be sent to \( p_j \) in data chunk \( i \), respectively. Let \( R_{\text{index}}(i, p_j) \)
and \( R_{\text{data}}(i, p_j) \) be the size of the index and the data to be received from \( p_j \) in data
chunk \( i \), respectively. Then, \( \text{send}(o, d, \text{data}) \) sends data from processor \( o \) to \( d \),
\( \text{recv}(d, o, \text{data}) \) receives data from processor \( o \) to \( d \), and \( \text{write}(\text{fid}, \text{data}, \text{offset}) \) writes data in position offset of file fid. The steps involved in the
collective write operations are shown in Figure 16.3.

16.3 SOFTWARE CACHING

Since irregular applications spend too much time in accessing target data, if a data
area can be maintained and reused (Das et al., 1993), we can reduce the I/O cost.
Figure 16.4 shows an example of data reuse, where \( a(i) \) and \( c(j) \) are index values used
to reference data in the global array \( x \), with data overlapping between the two loops.
Re-referenced data is data which has been accessed in a prior loop and that will be
accessed in a subsequent loop. So, it will not be read from the file again when the
subsequent loop is executed. Released data has been accessed in a prior loop and will
not be accessed in a subsequent loop. Since this data will no longer be referenced,
it should be written back to the file when the execution of the prior loop is finished.
New data is defined as the data referenced in a loop that has never been accessed in
prior loops. Therefore, it is necessary to read this data from the file before executing
subsequent loops.
In this section, we propose a software caching method that exploits the data reuse property, and also show its implementation details.

16.3.1 Software Caching Method

The motivation for the software caching method is that, in irregular applications, the same data may be accessed repeatedly during the execution of irregular loops. The basic goals for the software caching method are as follows. First and foremost, it is to reduce I/O to the maximum extent possible. To achieve this, an I/O phase, read or write, is divided into two new I/O phases, where the second phase only accesses new data. The second goal is to reuse the schedule information constructed in the beginning, and to build only incremental schedule information for new data.

To satisfy these aims, we added the following two steps to basic collective read operation: reading data partially from files and redistributing it into appropriate locations of each processor, and performing s/w caching phase to modify schedule information. In the write operation, redistribution step precedes the file write step.

16.3.2 Applying the Software Caching Method

Figure 16.5 represents the execution pattern of the irregular problem in Figure 16.1, with and without software caching. The communication and I/O patterns required for each processor are determined in the schedule phase. I/O phases to execute irregular loops are inserted before and after each loop. In Figure 16.5, the read1 phase reads data from a file, and write1 phase writes data to the file after finishing computations, where \( x(a(ub1)) \sim x(a(ub1)) \) or \( x(c(lb2)) \sim x(c(lb2)) \) represent data to be accessed in these phases. In this example, the re-referenced data need not be written back to the file in the first write1 phase, because it will be used again in the read1 phase.

Figure 16.5(b) illustrates the execution phases when using the software caching method. read1 and write1 are almost the same as for the I/O operations without

---

In the diagram:

- **PO**: Represents the initial state where data is loaded.
- **PI**: Indicates a point where data is accessed.
- **P2**: Represents a point where data is updated or written back.
- **Lpg1**: Shows a referencing region by index of data.
- **UbG1**: Indicates a user group with data.
- **UbG2**: Represents another user group with data.

Legend:
- **Filled circle**: Released data
- **Double-lined square**: Re-referenced data
- **Empty rectangle**: New data

Figure 16.4 Example of data reuse.
(a) Non-caching Program

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Compute schedule information for loop1 and loop2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read1</td>
<td>Read all data which will be referred in loop1</td>
</tr>
<tr>
<td>Loop1</td>
<td>Write all data which has been referred in loop1</td>
</tr>
<tr>
<td>Read2</td>
<td>Read all data which will be referred in loop2</td>
</tr>
<tr>
<td>Write1</td>
<td>Write all data which has been referred in loop2</td>
</tr>
</tbody>
</table>

(b) SW Caching Program

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Compute schedule information for loop1 and loop2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read1</td>
<td>Read all data which will be referred in loop1</td>
</tr>
<tr>
<td>Loop1</td>
<td>Write all data which has been referred in loop1</td>
</tr>
<tr>
<td>Write2</td>
<td>Write all data which has been referred in loop2 but will not be referred in loop2</td>
</tr>
<tr>
<td>SW caching</td>
<td>Modify schedule information to access new data</td>
</tr>
<tr>
<td>Read2</td>
<td>Read all data which will be referred in loop2 but has never been referred in loop1</td>
</tr>
<tr>
<td>Loop2</td>
<td>Write all data which has been referred in loop2</td>
</tr>
</tbody>
</table>

**Figure 16.5** Execution format for non-caching and SW caching programs.

Software caching. Read2 and Write2 are the phases for partially reading and writing data, based on the overlap area. In the Write2 phase, some data which will not be used in a subsequent loop is written to the file. Similarly, Read2 reads some data which has never been read from the file, but that will be referenced in a subsequent loop. Since only some part of the data is written/read to/from the file, the I/O cost for the Write2 and Read2 is expected to be smaller than for Write1 and Read1. In the SW caching phase, the schedule information for the new loop is reconstructed. It includes the number of re-referenced data chunks and the modified data domain for each processor in the re-referenced data chunks.

Figure 16.6 shows the data domain of each processor for the irregular loop in Figure 16.1 before and after executing SW caching phase, with 3 processors and 2 data chunks, where \( x \) is the global array. Before executing the SW caching phase, the Writing area is the one referenced only in the prior loop, and the new Reading area is the one to be referenced only in the later loop. The dark area of \( x \) represents the data referenced in both loops.

In the first Read1 phase, each processor reads data from the file using 2 data chunks. For example, processor P0 reads \( x(2) \sim x(5) \) and distributes \( x(3) \) and \( x(4) \) to P1 and P2 by using a collective I/O method. After finishing the first loop, only data in the Writing Back area is written to the file. The range of the Writing Back area is determined in the Write2 phase. The SW caching phase modifies the schedule information before executing the second loop. Figure 16.6 shows the change on the data domain of each processor after executing the SW caching phase. In the Read2 phase, only data in the New-Reading area is read from the file. Finally, all data referenced in the second loop are written back to the file in the Write1 phase.
16.3.3 Algorithms for the Software Caching Method

We designed and implemented the partial collective I/O operations, read2 and write2, by modifying the basic collective I/O operations. Since the same modifications could be applied for both partial collective I/O operations, we show an algorithm for the partial writing operation, write2. We also show an algorithm for the software caching operation, s/w caching.

To describe the software caching method, let \( C \) be the number of data chunks which will be written in the write2 phase, and \( k \) be the number of incomplete chunks. In other words, some part of a chunk may be re-referenced, but the other part may not be, resulting in the writing of a portion of the chunk, called an incomplete chunk. Let \( l_b1, u_b1, l_b2, \) and \( u_b2 \) be the lower and upper bounds of two irregular loops. Let \( P_i \) be the number of processors which will execute writing or reading operations for the \( i \)-th incomplete chunk. The steps involved in the write2 phase are shown in Figure 16.7.

Let \( RC \) be the number of data chunks in a subsequent loop. Also, let \( SN_{inds}(i,p_d) \) and \( RN_{inds}(i,p_d) \) be the size of the index to be sent and received to/from \( p_i \) in the data chunk \( i \). The steps involved in the software caching phase are shown in Figure 16.8.

16.4 Performance Evaluation

We ran our experiments on a 550 node GBSea with a variety of machine sizes.

1. small
2. medium
3. large
4. extra large

We compared these results against the performance of several existing systems.

Figure 16.6: Data access pattern before and after executing the s/w caching phase.
\textbf{16.4 PERFORMANCE EVALUATION}

We ran our experiments on the Caltech Intel Paragon machine, called \textit{TREX}. \textit{TREX} is a 550 node Paragon XP/S. We performed our experiments using from 32 to 128 compute nodes on 16 and 64 I/O node partitions, each I/O node having 64 MB memory and a 4 GB Seagate disk. The parameters considered for performance results are:

1. number of processors,
2. size of indirection array in the local memory of each processor,
3. data size, and
4. overlap range, which is the data area overlapped between two irregular loops.

We compared the software caching method to the basic collective I/O implementation, called non-caching method, which does not use software caching in the I/O library.

To compare the performance results of both implementations, we classified our evaluation environment by changing the size of the indirection and data arrays, the number of processors, and the degree of data reuse. In each case, we analyzed the performance results of both implementations by separating total execution time into three components: computation time ($t_{\text{comp}}$), communication time ($t_{\text{comm}}$), and I/O time ($t_{\text{i/o}}$). We executed the experiments several times to obtain the average results.
16.4.1 Evaluation Based Upon Phases

We ran both implementations with an indirection array of 512 KB and a data array of 32 MB. The number of processors was 32 and the overlap data area between two loops was 7/8, meaning that 7/8 of the data is shared between the loops. Figure 16.9 shows the execution times for each phase of both implementations. In the s/w caching phase, the computation and communication overheads to reconstruct schedule information are added. The communication time for the write2 phase is larger than for the write1, whereas the I/O time for the write2 phase is smaller than for the write1. The reason is that, in the write2 phase, all processors must communicate with all other processors to distribute their computation results, even though the partial writing operation is only performed by a subset of the processors. We observe that the I/O and communication times for the read2 phase are smaller than for the read1 phase. In the read2 phase, a reduced number of processors perform the partial read operation, and then communicate with others to distribute data. Consequently, even though the computation and communication overheads to reconstruct schedule information are added to the software caching method, we can see that its total execution time is smaller than for the non-caching method.

16.4.2 Evaluation Based Upon the Sizes of Indirection and Data Arrays

In this experiment, we used 32 processors and a 7/8 overlap data area between two loops. We increased the size of the indirection array on each processor’s local memory from 4 KB to 1 MB, resulting in an increment in the data size from 256 KB to 64 MB. Figure 16.10 shows that the total computation time is reduced when the software caching method is applied to the basic collective I/O. The effect of software caching becomes obvious as the size of the indirection array is increased. Fig-
Figures 16.11 and 16.12 show that total communication and I/O times are also reduced when the software caching method is applied. These two figures also show that the benefits of the software caching method in the I/O time are better than in the communication time. As a result, the overall execution time in the software caching method is smaller than in the non-caching method.

16.4.3 Evaluation Based Upon Number of Processors

In this experiment, we executed both implementations with an indirection array of 4 MB and a data array of 64 MB, while changing the number of processors from 32 to 128. Similarly, we fixed the overlap data area between two loops as 7/8. Figure 16.13 represents the execution time divided into the same three components for both implementations. The results show that each component of the total execution time for the software caching method is smaller than for the non-caching method. In particular, when the number of processors is increased from 32 to 128, the computation time is reduced whereas the communication and I/O times are increased. Since the amount of data to be distributed is determined by dividing the global array into the number of processors, the computation time for packing and unpacking data is reduced.

16.4.4 Evaluation Based Upon Overlap Range

In this experiment, we varied the overlap range from 7/8 to 1/8, and then tried to find out the effect of the software caching method. Figure 16.14 shows that the software caching method provides much better performance when data overlap is increased.

When the software caching method is applied to collective I/O, the I/O and computation times are in general less than for the non-caching implementation. There are two reasons for this behavior: the I/O time is reduced in the partial I/O phases when data overlap exists, and the time to compute the data amount to be distributed is reduced. Therefore, the total execution time for the software caching is smaller than for the non-caching implementation when the overlap range is bigger than 2/8 between
two loops. However, when the overlap range is 1/8, the total execution time for the software caching method is greater than the non-caching implementation, because the benefit of the partial I/O operations becomes smaller.

16.5 CONCLUSIONS

In this paper, we presented the design and implementation of the collective I/O with and without the software caching method. The main idea of the software caching method is that the same data may be accessed repeatedly during the execution of subsequent loops in an irregular application. The reused data does not have to be written/read to/from files, thus reducing the amount of I/O data. We also presented the performance results collected on the Caltech Intel Paragon machine. When we change the value of parameters such as the size of indirection (and data) array or the number of processors, the performance results show that, in general, the collective I/O with software caching is better than the collective I/O without software caching.
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