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Abstract

MATLAB is one of the most popular languages for desktop numerical computations as well as for signal and image processing applications. Applying parallel processing techniques to improve performance of MATLAB codes has been the goal of many recent works. Most current frameworks require the user to specify parallelism and/or information regarding type/shape of the variables, thereby sacrificing the user friendliness which is one of the most popular MATLAB features. Other systems work on a restricted subset of MATLAB, thereby limiting the class of applications MATLAB can support. We present a runtime system capable of executing MATLAB code in parallel without any user intervention. The runtime system performs automatic parallelization and type/shape inference of the code at runtime. A unique feature of the runtime system is its capability to automatically adapt to changes in the underlying architecture, making it particularly useful for systems where predicting performance statically is difficult. We present experimental results obtained for the runtime system running on SGI Origin2000 shared memory multiprocessor.

1 Introduction

With 400,000 users in over 100 countries, MATLAB is arguably one of the most popular languages for desktop numerical computing as well as image and signal processing. MATLAB is a high level language supporting real and complex matrices as basic datatypes. Thus a few line of MATLAB code can substitute hundred lines of C or Fortran codes. Along with this, the user friendly syntax of MATLAB and high quality of underlying numerical libraries have contributed much to the popularity of MATLAB. Because of the computationally intensive nature of most numerical algorithms, MATLAB seems to be an ideal target for parallelization. Current approaches to parallelizing MATLAB can be categorized into three basic strategies:

- **Parallelizing Libraries** ([10]): This approach attempts to parallelize the underlying libraries used by MATLAB. The limitation of this approach is that parallelism is restricted within the individual libraries and higher parallelism present at the algorithm level (e.g. task parallelism) cannot be exploited.

- **Compiling** ([8],[5],[13],[9],[14],[15],[11],[28],[29],[16]): This approach attempts to compile the MATLAB code to another language such as C/C++, Fortran, HPF etc. These target languages are considered more amenable to optimizations than MATLAB which is an interpreted language. This approach however suffers from complex type/shape analysis issues. Also the parallelizing strategies at compile time depend on static estimates of execution time of the functions and worst case behavior of control flow in the code. These factors may be sub-optimally handled through a compiler in situations where obtaining accurate estimates of execution times for functions is difficult.

- **Parallel Interpreter** ([18],[12],[17],[19]): This approach involves adding user friendly parallelizing commands to the interpreter. The interpreter is modified to interpret these commands and execute functions in parallel. The shortcoming of this approach is that the user is required to know how to parallelize his MATLAB code. This may not be a feasible solution for most users.

In this paper we present a framework for executing MATLAB code in parallel without any user intervention. Thus a MATLAB code that runs on an interpreter can be run on multiple processors without any modification/addition to the code. The runtime system was developed as part of the MATCH (MATlab Compiler for Heterogeneous adaptive computing systems) project at Northwestern University [5], and is called the MATCH Virtual Machine (MVM). The MVM models the behavior of an out-of-order mi-
2 Overview of the MATCH Virtual Machine

In the MVM framework, the task of executing MATLAB code in parallel is broken down into two steps:

1. Compiling the given MATLAB code to MVM assembly instructions.
2. Executing the MVM assembly instructions in parallel by data dependency analysis on the instructions at runtime.

First, we describe the architecture of the MVM which models a contemporary high performance microprocessor in software. MVM views the different components of a multiprocessor system as functional units on which functions (such as filter, fft etc.) can be executed. The scheduling and allocation of the instructions are dependent on cost estimates of executing the instructions which can be modified during execution. Next we describe a compiler that takes MATLAB code as input and compiles it to the MVM assembly, ready for execution by the MVM.

2.1 The MVM Architecture

The MVM simulates the behavior of an out-of-order microprocessor execution core. The input to the MVM is an executable written in the MVM assembly language. Each of these assembly instructions may represent functions/operations present in MATLAB (e.g., fft, * etc.). In addition, there are other instructions such as control flow instructions (jump), scalar comparisons (set-less-than, set-greater-than) etc that are necessary for handling arbitrary data and control flow. The output of the MVM is the result obtained by executing the input executable code.

Typically the MVM runs on a processor that has the ability to initiate execution of functions on other processors in the multiprocessor system. Executing an MVM assembly instruction involves initiation of execution of the function by the MVM and collecting back the results. MVM primarily relies on efficient libraries on the different components of the multiprocessor system (which may be heterogeneous) to execute the functions. However, if the computation involved in executing an instruction is very small (like scalar operations, jumps etc.), the instructions are executed locally by the MVM itself, without using the remote execution mechanism.

Figure 2 shows the MVM architecture. Conceptually, the MVM accesses two memories - the Instruction Memory and the Data Memory. The Instruction Memory is an array of integers which stores the input executable in consecutive locations of the array. The Data Memory is an array of void pointers that may point to the results of function execution. The pointed data may be of any type/shape. The necessary type/shape information is tagged on to each entry of the Data Memory. Typically the pointed data are matrices stored in column major format with the tags indicating their dimension, bounds, type, precision etc. Note that both the Instruction Memory and the Data Memory are abstract data structures of the MVM, and not any actual physical memory.

The MVM maintains a window of instructions that contains a set of instructions that the MVM is considering to execute at any point of time. The instruction window is filled by fetching instructions from the Instruction Memory. The location in the Instruction Memory from where the next instruction is to be fetched is pointed by the Fetch Program Counter of the MVM. In addition, the MVM has an Execute Program Counter which points to the location in the Instruction Memory until which all instructions have been successfully completed and committed. The MVM first finds the instructions within the window that have all the variables they use ready i.e., all their operands have been computed correctly by some previous instructions. Note that some instructions have no operands that they read, and therefore are always ready for execution. Once all such instructions are identified, the MVM starts the execution of these functions on available resources. The mapping
of instructions to resources is dictated by the cost estimates of executing the function on different resources and the scheduling algorithm used. Results from the function execution are written into the Data Memory along with all necessary type/shape informations. Completed instructions are removed from the instruction window and new instructions are fetched. The scheduling algorithm is repeatedly applied to the window until all instructions are executed. Note that if the MVM identifies two instructions both of which have all their operands ready and there are two resources that can execute these two instructions, then the MVM can start executing both instructions simultaneously. This is the basic mechanism by which the MVM exploits parallelism. It should be noted that this scheme is suitable to exploit only task parallelism. To exploit data parallelism, MVM relies on libraries written in a data-parallel manner. Certain concepts like jump prediction, register renaming etc have been borrowed from typical high performance microprocessor architectures to further improve the performance of the MVM. The jump prediction, register renaming and data parallel aspects of MVM are discussed in detail in [2, 1]. A brief summary of the steps of execution are as follows:

- **Fill Window**: This step attempts to fill the instruction window by fetching instructions from the Instruction Memory. If a branch instruction is encountered then the outcome of the branch is predicted. The fetched operands are renamed.
- **Schedule**: This step involves finding the instructions in the instruction window that have all the variables they use already computed. These instructions are marked “ready” and are considered for allocation.
The allocation algorithms implemented are different allocation algorithms. The three allocation algorithms implemented in the MVM framework, but to investigate the effect of different allocation algorithms. The three allocation algorithms implemented are:

- **Arbitrary**: Given a set of instructions ready to execute and a set of resources capable of executing these instructions, the arbitrary scheduling algorithm assigns instructions to the resources without taking into account any cost metric. This algorithm is extremely fast and does not require any kind of cost estimation. However, given heterogeneity of resources and different computational needs of different functions, arbitrary scheduling algorithm may not be the best choice.

- **Shortest Job First**: The shortest job first (SJF) algorithm finds the instruction that takes the minimum time among all ready instructions considered over all available resources. The instruction is then mapped to the corresponding resource.

- **Longest Job First**: The longest job first (LJF) algorithm finds the instruction whose smallest expected execution time is largest among all ready instructions considered over all available resources.

The mapping problem with the objective of finishing all the functions in least time possible has been proven to be NP complete [22]. Typically greedy heuristics are used to solve the scheduling problem where schedules are produced at runtime [20], [21], [23].

### 2.3 Cost Estimation

The allocation algorithms described in Section 2.2 depend on the cost estimates for the instructions. Typically these costs are expected time to complete. Since in MVM the scheduling decisions are taken at runtime, the cost estimates can be modified and hence adapted during runtime. The cost estimation algorithm takes the function, the operands and the resource as input and returns an estimate of the time it will take to complete the function on the resource. The algorithm can take into consideration the validity of its earlier predictions and can modify accordingly. Also it is easy to extend the cost estimation algorithm to take into account various other factors affecting the execution time of the functions. For example, if the computational resources consists of a cluster of workstations shared by users, the time to execute a function on a resource depends on the current load on the workstation. The cost estimation algorithm can be modified to take into account these factors to give better estimations, which results in a more meaningful schedule. Note that initial estimates are provided by the MVM based on some static estimates. A typical compiler would use these static estimates for scheduling the complete program. The MVM however, can modify these estimates as the execution proceeds.

### 2.4 Compiling to the MVM

One of the main advantages of the MVM is the ease of compilation to it. The compilation process just transforms the MATLAB code to MVM assembly instructions that is simple to handle at runtime and does not add any information or optimizations. The first step involved in compilation is parsing the input MATLAB program based on a formal grammar and building an abstract syntax tree. The grammar used for MATLAB 5.2 is given in [7]. As the code compiled for the MVM does not have type/shape information, typical type shape analysis methods required
at compile time are not needed. This reduces the complexity of the compiler to a great extent. Also, the MVM makes the parallelization and scheduling decisions automatically at run time. Hence typical parallelization annotations required in other frameworks are also not needed and the user is not required to know parallelizing strategies. A simple traversal of the abstract syntax tree is used to produce the code. It is assumed that for all operations and functions present in the input MATLAB program, there exists at least one library function on one of the components of the multiprocessor system. Exceptions are scalar operations which have corresponding operators in C. Details about code generation can be found in [1].

3 Experimental Results

3.1 Experimental Environment

The results presented in this section are for the MVM running on an 8 processor SGI Origin2000 shared memory multiprocessor. Each of the eight processors is a 64-bit MIPS R10000 225MHz processor with 32Kb of primary cache. The benchmarks used include the image correlation benchmark (Figure 3) and synthetically generated benchmarks. The outer loop of the image correlation benchmark simulates the case where we care correlating a stream of images. The synthetic benchmarks were generated by a tool that can be used to generate MATLAB codes with desired characteristics. The tool takes steps, function mix, parallelism, size of the metrics etc as expected statistical averages and produces MATLAB codes having those characteristics. The principle objective of the experiments was to demonstrate that if the input codes had parallelism, then the MVM framework’s ability to exploit the parallelism was comparable to that of hand optimized versions.

3.2 Instruction Window Size

Figure 4 shows the variation in execution time with varying instruction window sizes and number of processors for the image correlation benchmark using arbitrary scheduling. As seen the speedups saturate beyond 3 processors for an instruction window size of 32 instructions. However, for an instruction window of 64 instructions, we continue to get speedups till 7 processors. This confirms the fact that a larger instruction window helps in exposing more parallelism, and we can able to employ more processors usefully to get better speedups.

3.3 Branch Prediction

To illustrate the effectiveness of branch prediction mechanism we choose the code shown in Figure 5. Such loops are typical in iterative solvers.

Figure 5 shows the code that is run with and without the branch prediction mechanism. Intuitively, without branch prediction, we can exploit the parallelism present within a basic block only. This may severely limit the parallelism available if the basic
blocks are small and even increasing window sizes will be unable to uncover any more parallelism. Most of the performance comes by predicting branches that capture the loops in the input MATLAB code. Predicting these branches has the effect of unravelling these loops, exposing more parallelism. Table 1 shows the execution times with and without the branch prediction mechanism. The \textit{wbp} column is for “with branch prediction” and \textit{wobp} column is for “without branch prediction”. As seen, neither increasing the number of processors nor increasing the window size improves performance in the absence of branch prediction. Whereas with branch prediction, these parameters show considerable increase in performance. Note that we have chosen the code particularly to emphasize the importance of branch prediction.

### 3.4 Overheads

In this section we address the concerns regarding the overhead the MVM introduces. Table 2 shows the execution times of 4 synthetic benchmarks on MVM compared with the best manual approach. The best manual approach involves finding an optimal schedule for the benchmark and hand coding a parallel C program for it. The overheads are about 15%.

In Table 3 we show the execution time for executing the code shown in Figure 6, for increasing values of \(N\). The results are for the MVM running on an Origin 2000 against compiled C code. As can be seen, beyond matrices of size 256, the performance of MVM approaches the performance of an equivalent compiled C code. Combined with the fact observed previously that the MVM produces near optimal parallelization, we conclude that the overheads associated with MVM is quite low. In particular, the MVM can give performance within 10% of the best manual approach. For the image correlation benchmark the best manual approach achieved an execution time of 26.86 seconds, whereas the MVM achieved an execution time of 28.12 seconds. Note that the manual approach involves detailed analysis of the algorithm and tedious programming effort, whereas the MVM does not require anything beyond the MATLAB description of the algorithm.

Table 2: Comparison of execution times for 4 synthetic benchmarks. The execution times on the MVM are compared against hand coded C versions of the benchmarks with optimal scheduling. Times are in seconds.

<table>
<thead>
<tr>
<th>Platforms</th>
<th>Benchmarks</th>
<th>Synth1</th>
<th>Synth2</th>
<th>Synth3</th>
<th>Synth4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C Code</td>
<td>1.43</td>
<td>1.21</td>
<td>1.26</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td>MVM</td>
<td>1.67</td>
<td>1.27</td>
<td>1.43</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>Overhead</td>
<td>17%</td>
<td>5%</td>
<td>13%</td>
<td>16%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Overhead of the MVM: Comparison of execution times of code shown in Figure 6 when run on the MVM with 1 processor against compiled C code, for increasing matrix sizes. Times are in seconds.

<table>
<thead>
<tr>
<th>Matrix Size [(N)]</th>
<th>Platforms</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compiled C Code</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.05</td>
<td>0.43</td>
<td>3.29</td>
<td>28.21</td>
<td></td>
</tr>
<tr>
<td>MVM</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.06</td>
<td>0.44</td>
<td>3.33</td>
<td>28.32</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: MATLAB code to emphasize the branch prediction scheme.

```matlab
mat1=rand(512);
mat2=rand(512);
while(mat1 > mat2 )
a1 = rand(512);
a2 = rand(512);
mat1 = a1*a2;
a1 = rand(512);
a2 = rand(512);
mat2 = a1*a2;
end;
```

Figure 6: MATLAB code to determine the MVM overhead.

```matlab
tic;
N=4;
a=ones(N);
b=ones(N);
c=a*b;
toc;
```
Table 1: Image Correlation on MVM running on Origin2k with branch prediction (wbp) and without branch prediction (wobp). The scheduling algorithm is arbitrary. Times are in seconds.

<table>
<thead>
<tr>
<th>Window size</th>
<th>1 wbp</th>
<th>1 wobp</th>
<th>2 wbp</th>
<th>2 wobp</th>
<th>3 wbp</th>
<th>3 wobp</th>
<th>4 wbp</th>
<th>4 wobp</th>
<th>5 wbp</th>
<th>5 wobp</th>
<th>6 wbp</th>
<th>6 wobp</th>
<th>7 wbp</th>
<th>7 wobp</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>33.01</td>
<td>35.01</td>
<td>16.63</td>
<td>17.01</td>
<td>13.41</td>
<td>16.16</td>
<td>10.92</td>
<td>18.54</td>
<td>7.69</td>
<td>18.65</td>
<td>6.87</td>
<td>16.30</td>
<td>7.51</td>
<td>17.82</td>
</tr>
<tr>
<td>64</td>
<td>33.88</td>
<td>35.22</td>
<td>17.38</td>
<td>17.05</td>
<td>13.80</td>
<td>16.17</td>
<td>13.34</td>
<td>17.38</td>
<td>7.04</td>
<td>17.88</td>
<td>6.95</td>
<td>17.50</td>
<td>7.01</td>
<td>17.67</td>
</tr>
<tr>
<td>128</td>
<td>35.01</td>
<td>35.20</td>
<td>20.30</td>
<td>17.25</td>
<td>13.08</td>
<td>17.01</td>
<td>10.14</td>
<td>17.96</td>
<td>7.89</td>
<td>18.23</td>
<td>6.83</td>
<td>17.29</td>
<td>6.90</td>
<td>17.11</td>
</tr>
</tbody>
</table>

4 Future Work

4.1 Cluster Computing

With falling latencies and growing bandwidth of networks, clusters of computers have become viable alternatives to super computers of the past. Also these clusters are cost effective and widely available. Such a cluster may be constructed by utilizing the idle time of workstations. Projects like the Condor [25], the U. C. Berkeley NOW [26], Beowulf [27], etc., provide a wealth of information. In such a scenario, the MVM design seems very attractive. The fact that the MVM makes all the scheduling and allocation decisions at runtime enables it to handle varying number of computational resources with varying loads. In the case where resources become unavailable, all that needs to be done is that the resource has to be marked unavailable. When the resource becomes available the flag can be turned on to indicate the same. No other changes are necessary. This idea can be extended to handle fault tolerance where some of the resources can go down while executing an instruction. In such a case, the instruction can be restarted at a different resource after cleaning up the threads spawned earlier to execute the instruction. Handling all these issues through a compiler is more complex.

4.2 Scheduling Algorithms

We have reimplemented a few scheduling algorithms in the MVM scheme. The performance and applicability of other scheduling algorithms present in the literature ([20], [21], [23]) is an interesting research issue. The scheduling algorithms presented in this paper view the time to spawn a function on a remote platform, execute the function and get back the result as one composite time. Separating the different components and designing scheduling algorithms to optimize performance by overlapping the different components is an interesting problem. Along this line, a further optimization is to avoid collecting back intermediate results after the completion of each function, and do a series of operations before collecting the result back. Reconfigurable components are predicted to be an important part of future heterogeneous systems. Designing scheduling techniques to exploit reconfigurability effectively is another interesting issue.

4.3 Estimation Techniques

The MVM provides a framework to experiment with a variety of cost estimation techniques. Currently substantial literature exists on obtaining costs of functions [24]. Investigating techniques to dynamically find the cost estimates is an interesting problem.

5 Conclusions

We have presented a new framework to execute MATLAB in parallel. The framework involves compiling MATLAB to an abstract machine (called the MATCH Virtual Machine) that does runtime dependency analysis and allocation, much like a modern high performance microprocessor. The framework does not require any user intervention to execute the MATLAB code in parallel. Since most of the analysis and allocation is done at runtime, the compiler is highly simplified and no compile time type/shape analysis or data dependency analysis is needed. The framework is capable of exploiting both task and data parallelism and can adapt to changes in the characteristics of the underlying multiprocessor system it is running on. An implementation of the framework on SGI Origin2000 shared memory multiprocessor indicate that performance within 15% of hand optimized and parallelized code can be obtained. The present work also opens interesting research avenues in investigating the adaptation of the framework to different multiprocessor systems and in designing new scheduling/allocation strategies that the framework demands.
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