Experimental Performance Evaluation of the CM-5

RAVI PONNUSAMY, RAJEEL THAKUR, ALOK CHOUDHARY, KISHORE VE lapse KANNI, ZEKI BOZKUS, AND GEOFFREY FOX

Northeast Parallel Architectures Center, 111 College Place, Room 3-201 Syracuse University, Syracuse, New York 13244-4100

In this paper, we present an extensive experimental performance evaluation of the communication capabilities of the CM-5. We first study the communication characteristics such as start-up time, sustainable bandwidth for simple messages as a function of message size and number of processors, and the effect of multiple messages and link contention on the communication time. We study the effect of dense communication patterns such as complete exchange and propose four algorithms for scheduling a complete exchange operation. We also consider the scheduling of irregular communication patterns and present four algorithms for the same. We have tested these algorithms on many synthetic irregular communication patterns as well as those arising in real problems such as the conjugate gradient solver and the Euler solver. Finally, we study the performance and communication aspects of scientific applications such as two-dimensional FFT and Gaussian Elimination on the CM-5. © 1993 Academic Press, Inc.

1. INTRODUCTION

The performance of a distributed memory computer depends to a large extent on how fast interprocessor communication can be performed. Despite significant improvements in design, scalability, and the underlying technology of parallel computers, the improvements in communication cost have lagged far behind those in the computation power of each node. It still costs two orders of magnitude or more to access a remote datum than to access a local datum.

This paper presents an extensive experimental study of the communication capabilities of Thinking Machines Corporation’s Connection Machine 5 (CM-5). We study important communication characteristics of the CM-5 and the scheduling of regular and irregular communication patterns. Similar studies have been performed for other parallel machines such as Intel iPSC/2 [2], Intel iPSC/860 [1], and CM-2 [12]. We also study the performance and communication aspects of some scientific applications like two-dimensional FFT and Gaussian Elimination.

The architecture of the CM-5 is described in Section 2. Section 3 describes the experiments performed to study the communication characteristics of the CM-5 and their results. We study the effect of size, distance, multiple messages, and contention on the communication time. We discuss four algorithms for scheduling a complete exchange operation in Section 4 and study their performance for various message sizes and number of processors. Section 5 presents four algorithms for scheduling irregular communication patterns. We study the performance of these algorithms on several synthetic communication patterns as well as those arising in real problems such as the conjugate gradient solver and the Euler solver [9]. Section 6 discusses the performance and communication issues of parallel algorithms for two-dimensional FFT and Gaussian Elimination on the CM-5. Finally, conclusions are presented in Section 7. All the experiments in this paper have been performed using the message passing library CMMD Version 3.0 Beta.

2. THE CM-5 ARCHITECTURE

The CM-5 is a scalable distributed memory multiprocessor system which can be scaled up to 16K processors [4]. It supports both SIMD and MIMD programming models. Each node on the CM-5 is a SPARC processor and has four optional vector processors providing a peak floating point performance of 128 Mflops. The CM-5 has two internal networks that support interprocessor communication—the Control Network and the Data Network.

The control network is responsible for communication patterns in which many processors may be involved in the processing of each datum, such as global reduction operations, parallel prefix operations, and processor synchronization. The data network supports point-to-point communication and has a fat tree topology as shown in Figs. 1 and 2. It is actually a 4-ary fat tree or quad tree, where each node has four children. Each internal node of the fat tree is implemented as a set of switches. The number of switches per node depends on where it is in the tree. Nodes at level 1 have two switches. The number of switches per node doubles for each higher level till level 3, from where on it quadruples. Each level 1 or level 2 switch has two parents and four children; switches at higher levels have four parents and four children. The data network has a guaranteed system-wide bandwidth of 5 Mbytes/s. The maximum bandwidth possible is 20
Mbytes/s when communication takes place among nodes in the same cluster of four processors.

A message is divided into a group of packets. The packet size is 20 bytes, of which 16 bytes are for user data and the remaining 4 bytes contain control information such as destination and size. The routing algorithm for the data network compares the destination address with the source address to determine how far up the tree the message must travel. The message can then take any path up the tree. This allows the switches to perform load balancing on the fly. Once the message has reached the necessary height in the tree, it must follow a particular path down. Further details of the CM-5 architecture can be found in [4].

3. COMMUNICATION OVERHEAD ON THE CM-5

Important metrics to measure the communication capabilities of a distributed memory parallel computer include startup time, sustainable bandwidth with and without contention, effect of locality, and the time taken to perform communication intensive operations such as complete exchange.

3.1. Outline of Experiments

The following notation will be used in the rest of the paper. A set of $k$ messages from multiple sources to multiple destinations is denoted as a set of tuples $(s_1, d_1), \ldots, (s_k, d_k)$, where $(s_i, d_i)$ denotes the (source, destination) pair of the $i$th message. The following is a brief description of the experiments performed.

1. In the first experiment, we study what is the maximum bandwidth that can be sustained for a single message traveling the shortest possible distance for message sizes up to 10 Kbytes. This is done by sending a single message (called "simple send") $(0, 1)$.

2. In the second experiment, we study the impact of path length on the communication time of a single send.

3. The third experiment presents the effects of sending a set of two messages, called double send (DS). The motivation for this experiment is to study if random routing and alternate paths to the first level switching node are effectively utilized.

4. The fourth experiment studies the effect of contention when maximum number of messages are sent from one cluster to another. Here, each processor sends a message to a distinct processor in the destination cluster.

An average of 100 repetitions of each experiment were performed to determine the communication time accurately. The precision of the CM5 clock is 1 $\mu$s. We determine the communication time for a send as half the time for a round-trip message (the same technique has been used in [1]).

3.2. Message Size

In the first experiment, we study the communication time for sending a single message to another node in the same cluster of 4 processors (message set = \{(0,1)\}), for different message sizes. This represents the shortest possible distance a message would travel. Figure 3 shows the communication times for messages of size 0–100 bytes.

We define the startup time as the time taken for sending a message of size 0 bytes, which is observed to be 64 $\mu$s. An interesting observation from the figure is that the communication time for messages that are a multiple of 16 bytes is different from that for messages that are not a multiple of 16 bytes. Messages that are a multiple of 16...
bytes take much less time than others, as indicated by the dips in curve of Fig. 3. As stated earlier, a message in the CM-5 is sent as a sequence of packets. Each packet is 20 bytes long, of which 4 bytes are for control purpose and 16 bytes represent user data. If a message packet is full, i.e., if it contains 16 bytes of user data, the overhead of processing it is smaller than the overhead of processing a message otherwise. Hence, the communication overhead incurred will be smaller if the user made the message size a multiple of 16 bytes (by padding it if required). The above behavior is also observed when the message size is varied between 0 and 10,000 bytes, as shown in Fig. 4.

Using a linear chi-square fit, we obtain the communication time as a function of message size for communication within a cluster of 4 processors without contention as

\[
t_{\text{comm}} = 0.112 \times 1 + 73 \text{ (in } \mu s)\]

where, \( l \) is number of bytes and \( l \mod 16 = 0 \); and

\[
t_{\text{comm}} = 0.112 \times l + 83 \text{ (in } \mu \text{secs.)},
\]

where, \( l \mod 16 \neq 0 \).

The above equations give a different time for a message of size 0 bytes than the observed time of 64 \( \mu s \), because of the nonlinearity in the graph in Fig. 3 for message size 0–10 bytes.

3.3. Impact of Path Length

Within a cluster of 4 processors, a message will traverse two links, one link up to the switching node and one link down to the destination processor. We call this two-link traversal as path length of one because link traversals will always be a multiple of two (from the source, up to the least common ancestor, and down to the destination). Figure 5 shows the effect of distance on the communication time in a 512-node CM-5. The x-axis values 1, 2, 3, 4, and 5 correspond to a message sent by processor 0 to a destination processor in a cluster of 4, 16, 64, 256, or 1024 processors. For the sake of clarity we have shown graphs for four message sizes, 16, 512, 4K, and 8K bytes; a representative message size from each range used in the previous experiments. In this experiment, only one pair of processors communicate. We observe that all four plots are perfectly horizontal, from which we conclude that the communication time is not affected by interprocessor distance when there is no contention.

3.4. Multiple Messages and Contention

In this set of experiments we compare communication times for two distinct sources to two distinct destinations within and outside a cluster of four processors. The motivation behind these experiments is to check if the switching node which is the parent of nodes 0 through 3, can route two sets of messages with the same speed. Note that the CM-5 provides two paths for communication within a cluster of four processors, and it employs randomized routing. Therefore, it is expected that this experiment gives the same performance as the simple send experiments in the previous subsection.

Figure 6 compares a simple send (SS) \{(0,1)\} with a set of two messages (DS) \{(0,1), (2,3)\}. We observe that there
is no significant difference in the performance of SS and DS. Hence, both parent nodes of a cluster are effectively used in this type of communication. Similar results are obtained when simple send (SS) is compared with double send (DS) for communication between processors that are four hops away (message set = \{(0,4), (1,5)\}), and that are six hops away (message set = \{(0,16), (1,17)\}).

### 3.5. Maximum Number of Messages and Contention

In the following set of experiments, each node in a cluster communicates with a distinct node in the next cluster. Since all the processors try to communicate simultaneously, there is a possibility of contention. In the first experiment, shown in Fig. 7, each processor in the cluster of processors 0 through 3 simultaneously and repeatedly communicates with nodes 4 through 7 in the neighboring cluster—the message set is \{(0,4), \ldots, (3,7)\}. Compared to a simple send of one message, there is no appreciable difference in the communication times for messages of size up to 10 Kbytes. Hence, the presence of possible contention in small clusters does not affect the communication time much. This is because there are enough links for all processors in a cluster of four processors to simultaneously communicate with processors in an adjacent cluster of four, without contention.

When the cluster size is increased, the effect of contention becomes visible. In the next experiment, each node of a cluster of size 16 (nodes 0 through 15) communicates with the corresponding node of the next cluster (nodes 16 through 31) simultaneously and repeatedly. In this case the message set is \{(0,16), (1,17), \ldots, (15,31)\}. Figure 8 compares the communication times for the above message set with that of a simple send from processor 0 to processor 16. The communication time in the presence of contention is much greater than that for the simple send. The difference in the time also increases with increase in message size. This is because when a processor needs to communicate with a processor in a different cluster of 16 processors, messages have to travel 3 levels up the tree. There are only 8 links from a level 2 node to a level 3 node as can be observed from Figs. 1 and 2. When 16 processors simultaneously try to access 8 links, there is contention which increases the communication time. A similar bottleneck exists at higher levels in the tree, so similar results are obtained when the number of processors is increased. Figure 9 shows the results on a 256-processor system.

### 4. Complete Exchange

The complete exchange or all-to-all personalized communication pattern arises very often in many important applications on distributed memory computers [1, 7]. Parallel quicksort, some implementations of the 2D FFT, matrix transpose, array redistribution, etc., require complete exchange. This is a communication pattern in which all processors simultaneously need to exchange data with all other processors. This is clearly the densest form of communication possible and it stretches the communication capabilities of the interconnection network to the limit. Hence, it is very important to use efficient algo-
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**FIG. 7.** Comparing a simple send with maximum number of messages in a group of 8 processors.

**FIG. 8.** Comparing a simple send with maximum number of messages in a 32-processor system.

**FIG. 9.** Comparing a simple send with maximum number of messages in a 256-processor system.
rithms to schedule a complete exchange operation, in order to get good performance. In this section we study the behavior of four algorithms for complete exchange on the CM-5, namely, linear exchange (LEX), pairwise exchange (PEX), recursive exchange (REX), and balanced exchange (BEX).

Each algorithm consists of several steps in which pairs of processors exchange with each other. The time for an exchange operation at step $i$ can be written as

$$T = \alpha + L \max(\beta_{ex}, f(i) \beta_{sat}),$$

where

- $\alpha$ = startup time
- $L$ = message size in each exchange operation
- $\beta_{ex}$ = transfer time per byte for a single send with no link conflicts
- $\beta_{sat}$ = transfer time per byte on a saturated link

$f(i)$ = maximum number of messages contending for a link at step $i$.

We assume that conflicting messages share the bandwidth of a network link. The network may have excess bandwidth, enabling multiple messages to traverse a link in the same direction without conflict. In other words, $\beta_{sat} < \beta_{ex}$. The number of processors is denoted by $p$.

### 4.1. Linear Exchange (LEX)

The linear exchange algorithm is the simplest of the four algorithms. In step $i$, $0 \leq i < p$, processor $i$ receives messages from every processor except itself. The algorithm clearly requires $p$ steps. Since at every step one processor receives from all other processors, there is a lot of node and link contention. At step $i$, every processor sends data to processor $i$. Processor $i$ has two links to its parent node and $p-1$ processors simultaneously need to use these links. Hence, the maximum number of messages contending for a link at any step is $(p-1)/2$. The time taken for any step $i$ is given by

$$T(i) = \alpha + L \max\left(\beta_{ex}, \frac{p-1}{2} \beta_{sat}\right).$$

The cost of LEX is obtained by summing over all steps of the algorithm:

$$T_{LEX} = \sum_{i=0}^{p-1} T(i) = \alpha(p-1) + L(p-1) \max\left(\beta_{ex}, \frac{p-1}{2} \beta_{sat}\right).$$

### 4.2. Pairwise Exchange (PEX)

The communication schedule for this algorithm is as follows. At step $i$, $1 \leq i \leq p-1$, each processor exchanges a message with another processor determined by taking the exclusive-or of its processor number with $i$. Therefore, this algorithm has the property that the entire communication pattern is decomposed into a sequence of pairwise exchanges. There are $p-1$ steps in a $p$ processor system. The communication schedule of the pairwise exchange algorithm for 8 processors is given in Table 1. The entry $i \leftrightarrow j$ in the table indicates that processors $i$ and $j$ exchange messages. This algorithm is known to perform well on hypercubes and has been used in other studies such as in [1, 6, 13].

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
<th>Step 5</th>
<th>Step 6</th>
<th>Step 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ↔ 1</td>
<td>0 ↔ 2</td>
<td>0 ↔ 3</td>
<td>0 ↔ 4</td>
<td>0 ↔ 5</td>
<td>0 ↔ 6</td>
<td>0 ↔ 7</td>
</tr>
<tr>
<td>2 ↔ 3</td>
<td>1 ↔ 3</td>
<td>1 ↔ 2</td>
<td>1 ↔ 5</td>
<td>1 ↔ 4</td>
<td>1 ↔ 7</td>
<td>1 ↔ 6</td>
</tr>
<tr>
<td>4 ↔ 5</td>
<td>4 ↔ 6</td>
<td>4 ↔ 7</td>
<td>2 ↔ 6</td>
<td>2 ↔ 7</td>
<td>2 ↔ 4</td>
<td>2 ↔ 5</td>
</tr>
<tr>
<td>6 ↔ 7</td>
<td>5 ↔ 7</td>
<td>5 ↔ 6</td>
<td>3 ↔ 7</td>
<td>3 ↔ 6</td>
<td>3 ↔ 5</td>
<td>3 ↔ 4</td>
</tr>
</tbody>
</table>

On the CM-5, when a processor has to communicate with another processor in its cluster of $4^k$ processors, $k \geq 1$, the message has to travel a maximum of $k$ levels up the tree. The PEX algorithm has the property that in the first 15 steps, processors in a cluster of 16 processors exchange completely with each other and from step 16 onward, they exchange with processors in other clusters. When a cluster of 16 processors exchange among themselves, the messages have to travel either 1 or 2 levels up the tree depending on the source and destination. There are 32 links from level 0 to level 1 and 16 links from level 1 to 2 for this cluster, enough for the 16 processors to exchange among themselves without contention. However, when processors in a cluster of 16 need to exchange with processors in another cluster of 16, there are only 8 links from a level 2 node to a level 3 node, which results in 16 processors contention for 8 links, as explained in Section 3. A similar bottleneck exists at higher levels. For example, a level 3 node has 32 links upwards and downwards, and 64 processors in its subtree. Hence, in the first 15 steps of PEX there is no link contention. From step 16 onwards, the maximum number of messages contends for a link is 2 on an average. The time taken for step $i$ is given by

$$T(i) = \begin{cases} 
\alpha + L \beta_{ex} & \text{for } 1 \leq i \leq 15 \\
\alpha + L \max(\beta_{ex}, 2\beta_{sat}) & \text{for } i > 15.
\end{cases}$$
The time for the entire PEX algorithm can be obtained by summing over all steps,

$$T_{PEX} = \sum_{i=1}^{15} [\alpha + L \beta_{ex}] + \sum_{i=16}^{p-1} [\alpha + L \max(\beta_{ex}, 2\beta_{sat})].$$

which can be simplified to

$$T_{PEX} = (p - 1) \alpha + L [15 \beta_{ex} + (p - 16) \max(\beta_{ex}, 2\beta_{sat})].$$

For a complete exchange on 16 processors, this algorithm has no contention.

4.3. Recursive Exchange (REX)

In the recursive exchange algorithm, the number of processors is halved in each step and messages are exchanged over each cut. A processor sends all the data intended for all processors in a partition to only one processor in that partition, which forwards that data to the remaining processors in a later step. The number of steps required is $\lg p$ and each message is of size $L \times p/2$. The communication schedule for REX on 8 processors is given in Table II. Although this algorithm takes less number of steps than LEX and PEX, the amount of data exchanged in each step is much higher. Since it is a store-and-forward type algorithm, each step incurs additional overhead of reshuffling data.

In step $i$, $1 \leq i \leq \lg p$ each processor $j$ exchanges with processor $j \pm p/2^i$. Communication always takes place either entirely within a cluster of 16 processors or entirely across clusters. In steps 1 to $\lg p - 4$, communication takes place across clusters, so the maximum number of messages contending for a link is 2. In steps $\lg p - 3$ to $\lg p$, communication takes place within a cluster of 16 processors, so there is no contention. Hence, the time taken by REX is

$$T_{REX} = \sum_{i=4}^{p-4} [\alpha + \frac{P}{2} \max(\beta_{ex}, 2\beta_{sat})] + \sum_{i=\lg p}^{p-3} [\alpha + \frac{P}{2} \beta_{ex}],$$

TABLE II
Communication Schedule for REX on 8 Processors

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ⇒ 4</td>
<td>0 ⇒ 2</td>
<td>0 ⇒ 1</td>
</tr>
<tr>
<td>1 ⇒ 5</td>
<td>1 ⇒ 3</td>
<td>2 ⇒ 3</td>
</tr>
<tr>
<td>2 ⇒ 6</td>
<td>4 ⇒ 6</td>
<td>4 ⇒ 5</td>
</tr>
<tr>
<td>3 ⇒ 7</td>
<td>5 ⇒ 7</td>
<td>6 ⇒ 7</td>
</tr>
</tbody>
</table>

which can be simplified to

$$T_{REX} = \alpha \lg p + L \frac{P}{2} [4\beta_{ex} + (\lg p - 4) \max(\beta_{ex}, 2\beta_{sat})].$$

4.4. Balanced Exchange (BEX)

In the PEX algorithm, the communication schedule is such that all processors in a cluster first exchange completely with each other and then exchange with processors in other clusters. In other words, all the communication is either entirely within the cluster or entirely across clusters. As explained above, this gives rise to contention from step 16 onward. An improvement in performance can be expected if there is a balance of local and long distance communication at every step, which will reduce contention in step 16 onward. The balanced exchange (BEX) algorithm provides such a schedule. BEX is a simple modification of PEX. For the purpose of determining the communicating pairs of processors, we define a mapping between the physical number of a processor and its virtual number as

$$\text{virtual no} = \text{MOD(physical no + 1, p)}.$$

Balanced exchange consists of using the pairwise exchange algorithm with this mapping and the virtual processor numbers. The communication schedule for BEX is shown in Table III.

The BEX algorithm has the property that in steps $0$ to $p/2 - 1$, 2 processors in each cluster of size $p/2$ communicate across clusters while the rest communicate within the cluster. In steps $p/2$ to $p - 1$, 2 processors in each cluster of size $p/2$ communicate within the cluster, while the other processors communicate across clusters. In steps 0 to 15, there is no contention as in the PEX algorithm. In step $i > 15$, instead of $2^{\lfloor i/2 \rfloor}$ processors contending for $2^{\lfloor i/2 \rfloor - 1}$ links, there are $2^{\lfloor i/2 \rfloor} - 2$ processors contending for $2^{\lfloor i/2 \rfloor - 1}$ links. Hence the maximum contention for any link at step $i > 15$ is $2^{\lfloor i/2 \rfloor} - 2^{\lfloor i/2 \rfloor - 1}$ on an average. The total time taken by BEX is

$$T_{BEX} = \sum_{i=1}^{15} [\alpha + L \beta_{ex}] + \sum_{i=16}^{p-1} \left[ \alpha + L \max\left(\beta_{ex}, \frac{2^{\lfloor i/2 \rfloor} - 2}{2^{\lfloor i/2 \rfloor - 1}} \beta_{sat}\right) \right],$$

which can be simplified to

$$T_{BEX} = (p - 1) \alpha + L \left[ 15 \beta_{ex} + (p - 16) \max\left(\beta_{ex}, \frac{2^{\lfloor i/2 \rfloor} - 2}{2^{\lfloor i/2 \rfloor - 1}} \beta_{sat}\right) \right].$$
TABLE III
Communication Schedule for BEX on 8 Processors

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
<th>Step 5</th>
<th>Step 6</th>
<th>Step 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ↔ 7</td>
<td>0 ↔ 2</td>
<td>0 ↔ 1</td>
<td>0 ↔ 4</td>
<td>0 ↔ 3</td>
<td>0 ↔ 6</td>
<td>0 ↔ 5</td>
</tr>
<tr>
<td>1 ↔ 2</td>
<td>1 ↔ 7</td>
<td>2 ↔ 7</td>
<td>1 ↔ 5</td>
<td>1 ↔ 6</td>
<td>1 ↔ 3</td>
<td>1 ↔ 4</td>
</tr>
<tr>
<td>3 ↔ 4</td>
<td>3 ↔ 5</td>
<td>3 ↔ 6</td>
<td>2 ↔ 6</td>
<td>2 ↔ 5</td>
<td>2 ↔ 4</td>
<td>2 ↔ 3</td>
</tr>
<tr>
<td>5 ↔ 6</td>
<td>4 ↔ 6</td>
<td>4 ↔ 5</td>
<td>3 ↔ 7</td>
<td>4 ↔ 7</td>
<td>5 ↔ 7</td>
<td>6 ↔ 7</td>
</tr>
</tbody>
</table>

4.5. Performance of the Complete Exchange Algorithms

Figure 10 compares the communication time of the four complete exchange algorithms on a 32-node CM-5. The message size is varied between 0 and 2048 bytes. The LEX algorithm performs much worse than the other algorithms because of the single destination bottleneck, so we do not consider it any further. For small message sizes, the performance of PEX, REX, and BEX is virtually indistinguishable. However, for large message sizes, PEX performs much better than REX and BEX performs better than PEX. This is because of the following reasons. First, even though the number of steps in REX is only $\lg p$, as compared to $p - 1$ steps in PEX, the message size in REX remains constant at $L \times p/2$, whereas the size of each message in PEX is $L$. Also, REX uses a store-and-forward approach in which a message is sent from source to destination processor through one or more intermediate processors. Sending a message from source to destination through $k$ intermediate processors costs $k$ times more than sending it directly. In addition, each node needs to buffer and reshuffle data in REX so that appropriate data can be sent to the appropriate node. These two overheads outweigh the savings in the number of communication steps. BEX performs the best because it balances local and remote communication at each step.

We selected a few message sizes in different ranges, and measured the communication times for several machine sizes. Figures 11 and 12 show the communication times for a machine size up to 256 processors for algorithms REX, PEX, and BEX. Clearly for messages of size 0 byte, REX performs better than PEX and BEX because there is no data shuffling involved and it has only $\lg p$ exchanges compared to $p - 1$ exchanges in PEX and BEX. For messages of size 256 bytes, PEX performs better than REX for small number of processors because the overhead of message size and number of steps dominate for REX. As the number of processors increases, the overhead of the larger number of messages dominates the overhead of larger message size and reshuffling in REX, and therefore, REX performs better. BEX performs the best for messages of size 256 bytes. For a message size of 512 bytes and small number of processors, BEX and PEX perform better than REX. But for large number of processors, REX performs the best.

5. SCHEDULING IRREGULAR COMMUNICATION PATTERNS

An irregular problem is one in which the pattern of data access is input-dependent [10,5]. Hence, when an irregu-
lar problem is implemented on message passing machines, the communication between the processors will also be irregular and will not be known at compile time. Such irregular communication patterns occur in a large number of computationally intensive problems such as unstructured mesh methods used to solve problems in computational fluid dynamics. To optimize communication between processors, the communication patterns in these problems can be detected and scheduled at runtime. In this section, we discuss algorithms for scheduling irregular communication patterns on the CM-5. Similar work on a hypercube architecture, using the crystal_router, is described in [5]. The performance effects of irregular communication patterns on the CM-2 have been studied in [12].

We implemented four different algorithms for scheduling irregular communication patterns namely, linear scheduling (LS), pairwise scheduling (PS), balanced scheduling (BS), and greedy scheduling (GS). We have studied the performance of these algorithms for synthetic communication patterns as well as those arising in real problems such as the conjugate gradient solver and the Euler solver for different data sets. A communication pattern is represented as a two-dimensional array called “Pattern.” The element Pattern[i][j] indicates the number of bytes to be sent from processor i to processor j. LS, PS, and BS are modifications of the LEX, PEX, and BEX algorithms to take into account the irregular communication. At every step, each processor checks the communication matrix to see whether the operation to be performed is either an exchange, send, receive, or no communication at all. If the matrix indicates no communication, the processor remains idle in that step.

In the greedy scheduling algorithm, each processor first uses a greedy strategy to determine the processors it has to communicate with at every step. The greedy strategy consists of selecting the next available processor in order of processor numbers, with which it needs to communicate. This schedule is then used to perform the communication. For a complete exchange operation this algorithm creates the same communication schedule as pairwise exchange. But when the communication is irregular, the greedy algorithm creates a different communication schedule than that by the pairwise scheduling algorithm. This is because in the greedy algorithm, if processor i does not have to communicate with processor j, it will communicate with the next available processor with which it needs to communicate. In the pairwise scheduling algorithm, if a pair of processors [i, j] determined by the algorithm do not have to communicate, they remain idle in that step.

5.1. Performance Comparison

In many problems, the communication schedule needs to be created only once and can be used thereafter to perform the communication for as many iterations as required. Hence the time to compute the schedule can be amortized over all the iterations. We define the percentage of nonzero entries in the communication matrix as the communication density. We have created synthetic communication patterns with different communication densities of 10, 25, 50, and 75%, and studied the performance of the above algorithms on these patterns for message sizes of 256 and 512 bytes on a 32-processor system. The results are given in Table IV. We see that the linear scheduling algorithm performs the worst in all cases because of the single destination bottleneck. The performance of the pairwise and balanced scheduling algorithms is comparable. The greedy algorithm performs the best for communication densities of less than 50%, because the number of steps involved in the communication is the minimum of all the algorithms. But when the communication density is higher than 50%, the greedy algorithm may require more number of steps than the pairwise and balanced algorithms, which degrades the performance. In this case, balanced scheduling performs the best.

The performance of these algorithms on real problems such as the conjugate gradient solver and Euler solver for unstructured meshes of different sizes, is given in Table V. The table shows the communication time for each algorithm, the average number of bytes transferred in each problem and the communication density. The communication density varies from 9% in the conjugate gradient solver to 44% in the Euler solver for meshes with 2K and 9K vertices. The average number of bytes transferred per communication operation varies from 85 bytes in the Euler solver for a mesh with 545 vertices to 643 bytes in the conjugate gradient solver. The performance of the algorithms on the real problems is consistent with that on the synthetic patterns. Since the communication density is less than 50% in the real problems, the greedy algorithm performs the best.

6. SOME SCIENTIFIC APPLICATIONS

In this section, we study the communication performance of some scientific applications, such as two-dimensional FFT and Gaussian Elimination, on the CM-5.

6.1. Two-Dimensional FFT

A two-dimensional FFT of size \( N \times N \) can be implemented by first performing a one-dimensional \( N \)-point FFT of each row followed by a one-dimensional \( N \)-point FFT of each column of the intermediate result. We implemented a 2D FFT algorithm with the array distributed along rows. Each processor performs a 1D FFT of the rows in its partition (no communication), followed by a transpose of the intermediate results and finally a 1D FFT
of rows (because the transpose converts columns to rows). The communication required for the transpose is a complete exchange. So we implemented it using the four complete exchange algorithms described in Section 4. The performance of this 2D FFT on various sizes of data is shown in Table VI. The results obtained with the complete exchange algorithms embedded within a two-dimensional FFT routine are consistent with those obtained for the complete exchange algorithms individually in Section 4. As we can observe, for a large size 2D FFT, almost linear (relative) speedup can be obtained when going from 32 to 256 processors for all algorithms except LEX.

6.2. Gaussian Elimination

We have used the row-column-oriented algorithm with partial pivoting which is described in [14]. Gaussian elimination requires a reduction operation to compute pivots in each iteration and a broadcast/multicast to distribute pivot element and row. Note that the CM-5 architecture provides hardware support for reduction operations through its control network. The cost of the reduction and communication operations required for Gaussian elimination is given in Table VII [3]. These times can be used to estimate the performance of the Gaussian elimination algorithm. The execution time of each iteration is
multiplied by the number of iterations to obtain the estimated time. There are $N$ iterations for matrix size of $N \times (N + 1)$. The measured results are compared with the estimated results in Table VIII and are found to be quite accurate. Detailed performance results of Gaussian Elimination on the CM-5 are given in [3].

7. CONCLUSIONS

This paper presented an experimental benchmarking study of the communication capabilities of the CM-5. Specifically, we gave results for communication overhead as a function of message size, distance, number of messages and contention. We considered the scheduling of dense communication patterns like complete exchange and also of irregular communication patterns. Finally, we examined the communication aspects of parallel algorithms for two-dimensional FFT and Gaussian elimination.

The start-up time of the data network was observed to be 64 $\mu$s. We also observed that the communication time for messages that are a multiple of 16 bytes is lower than for messages that are not, and therefore for better performance, the user should pad messages to make them a multiple of 16 bytes. For small number of messages, high bandwidth can be sustained even in large system configurations. However, as the message size and the number of messages increases, link contention can degrade the performance. Processors within a cluster of 16 processors, can exchange among themselves without any contention, but in the case of larger clusters, the effect of contention is noticeable.

We studied the communication overhead of four complete exchange algorithms. For large number of processors, the recursive exchange algorithm performs the best because it requires only $\lg p$ steps. For small number of processors and small message sizes, the performance of PEX, BEX, and REX is almost indistinguishable. However, for large message sizes on small number of processors, BEX performs the best because it maintains a balance of local and long distance communication at every step. REX does not perform well in this case because the overhead of large message size and data shuffling outweighs the savings in the number of communication steps.

For irregular communication patterns, the greedy algorithm performs the best when the communication density is less than 50%. The balanced scheduling algorithm performs the best when the communication density is higher than 50%.

We implemented the two-dimensional FFT using the four complete exchange algorithms discussed in this paper and the results obtained are consistent with those expected for these algorithms. The performance of Gaussian elimination was found to be almost the same as the estimated performance.
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