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Abstract— We examine the capacity of beamforming over a
Multi-Input/Single-Output block Rayleigh fading channel with
finite training for channel estimation and limited feedback. A
fixed-length packet is assumed,which is spannedby T training
symbols, B feedback bits, and the data symbols. The training
symbols are used to obtain a Minimum Mean Squared Err or
(MMSE) estimate of the channel vector. Given this estimate,the
recever selectsa transmit beamforming vector from a codebook
containing 22 i.i.d. random vectors, and relaysthe corresponding
B hits back to the transmitter. We derive bounds on the capacity
and show that for a large number of transmit antennas V¢, the
optimal T and B, which maximize the bounds, are approximately
equal and both increaseas N;/log N:. We conclude that with
limited training and feedback, the optimal number of antennas
to activate also increasesas N/ log NV;.

|. INTRODUCTION

The capacity of a multi-antennasystemwith independent
Rayleighfading and perfectchannelknowledge at the trans-
mitter andrecever increasesvith numberof antenna$l], [2].
In practice the channelestimateat thereceverwill notbeper
fect, and furthermore this estimatemustbe quantizedbefore
it is relayedbackto the transmitter This hasmotivatedrecent
work on the performanceof feedbackschemeswith imperfect
channelknowledge [3]-[5], and the designand performance
of limited feedback schemesfor Multi-Input/Multi-Output
(MIMO) andMulti-Input/Single-Outpu{MISO) channeld6]—
[14]. All of the precedingwork on limited feedbackassumes
perfectchannelknowledgeat the recever. Here we consider
the performanceof beamformingfor a MISO channelwith
both animperfectchannelestimateat the recever and limited
feedback.

We consideran i.i.d. block Rayleigh fading channelin
whichthechannelparametersrestationarywithin eachblock,
and are independentfrom block to block. The block size
is assumede constant,and the transmittedcodevords span
mary blocks, so that the maximum achievable rate is the
ergodic capacity Each coherenceblock containsT training
symbolsand D data symbols. Furthermore we assumethat
aftertransmissiorof thetrainingsymbols the transmittenwaits
for the recever to relay B bits over a feedbackchannel,
which specify a particular beamformingvector This delay
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in additionto the T' training symbols,is countedas part of
the paclet overhead.

We assumethat the recever computesa Minimum Mean
SquaredError (MMSE) estimateof the channel,basedon
the training symbols, and usesthe noisy channel estimate
to choosea transmitbeamformingvector A Random Vector
Quantization (RVQ) schemeis assumed[15] in which the
beamformeris selectedfrom a codebookconsistingof 28
randomvectors,which are independentind isotropically dis-
tributed, and known a priori at the transmitterand recever.
The associatecdcodebookindex is relayedusing B bits via
a noiselesfeedbackchannelto the transmitter The capacity
of this schemewith perfect channelestimationis analyzed
in [9], [12]. It is shown in [9], [12] that the RVQ codebook
is optimal (i.e., maximizesthe capacity)in the large system
limit in which numberof transmitantennasV,; and B tend
to infinity with fixed ratio B B/N;. RVQ has been
obsenedto give excellentperformancdor systemswith small
N; [16]. Furthermorefor the MISO channelconsideredthe
performanceaveragedover the random codebookscan be
explicitly computed[14].

The capacitywith MMSE channelestimatesat the recever
(with or without limited feedback)is unknovn. We derive
upperandlower boundson the capacitywith RVQ andlimited
feedback, which are functions of the number of training
symbolsT andfeedbackbits B. Given a fixed block size, or
paclet length L, we then optimize the capacityboundsover
B andT. Namely small T' leadsto a poor channelestimate,
which decreasesapacitywhereadarge T leadsto anaccurate
channelestimate,but leaves few symbolsin the paclet for
transmittingthe messageThis tradeof has beenstudiedin
[17], [18] for MIMO channelswithout feedback.Here there
is alsoanoptimalamountof feedbackB, which increasesvith
the training intenal T'. That is, more feedbackis neededto
guantizemore accuratechannelestimates.

As the paclet length L — oo with fixed L = L/N;, we
shav that the optimal T = T/N, and B = B/N;, which
maximize the boundson capacity both tend to zero at the
rate 1/log N;. ConsequentlyT increasess N;/log NV;, and
we obsenre that the associateccapacity can be achieved by
activating only N;/log N; antennas.Equivalently for this
pilot-basedschemewith limited feedbackthe optimalnumber
of (active) transmitantennasncreasess L/ log L.



Il. SYSTEM MODEL

We consider a point-to-point MISO i.i.d. block fading
channelwith N; transmitantennasWe assumea rich scat-
tering ervironmentin which the channelgainsacrosstransmit
antennasare independentand Rayleigh distributed. The ith
receved symbolof a particularblock is given by

r(i) = (hlv)b(i) +n(i) for 1<i<D 1)

where h is an N; x 1 channelvector whose elementsare
independentcomplex Gaussianrandom variableswith zero
meanandunit variancep is an N; x 1 unit-normbeamforming
vector, b is the transmittedsymbol with unit variance,andn
is additive white Gaussiamoisewith variances?.

In prior work [9], [12], we have analyzedthe channel
capacitywith perfectchannelknowledgeat the recever, but
with limited channeknowledgeat the transmitter Specifically
a quantizedbeamformingvectoris relayedfrom the recever
to the transmittey given by

vp = arg max {log(1 + p|htv;|*)| A} )
Vi

wherep = 1/62, andV = {v1,...,vys } is the quantization
codebookwhich is known at both the transmitterandrecever

a priori. The (uncoded)index correspondingto the best
beamformingvectoris relayedto the transmittervia an error

free feedbacKink. The capacitydependson the beamforming
codebooky and B. As B — oo, the v, that maximizesthe

capacityis the normalizedchannelvector h/||h||.

We have shawn in [9], [12] that RVQ, in which the code-
book vectorsare independentnd isotropically distributed, is
optimal (i.e. maximizescapacity)in the large systemlimit
in which (B, N;) — oo with fixed normalized feedback
B = B/N;. The resulting capacity was shavn to grow as
log(pN). Although, strictly speaking, RVQ is suboptimal
for a finite-size system,numericalresultsshav that it gives
excellentperformancq16].

In additionto limited channeiinformationat the transmitter
here we also accountfor channel estimation error at the
recever. Letting h be the estimatedchannelvector we have

®3)

where w is the error vector whose elementsare i.i.d. with
zeromeanandvariances?,. Herewe assumehat the receier
computeshe MMSE estimateof h. As aresult,h andw are
independenaind k. haszeromeanand covariance(1 — o2)I.
The receer then selectsv;,, assumingthat h is the actual
channel,i.e.,

h=h+w

v, = arggg{log(l +p|h*vj|2)‘ h} (4)
The quality of the channelestimatedepend®n the numberof
training symbolsT', and so doesthe capacity

In what follows, we assumehat the forward and feedback
links are time-division multiplexed, and eachblock consists
of T training symbols,B feedbackbits, and D datasymbols.

Given that the size of eachblock is L symbols,we have the
constraint

L=T+uB+D (5)

wherey is a corversionfactor, which relatesbits to symbols.
Determiningthe ergodic capacityof RVQ with channelesti-
mation appeardo be intractable,so insteadwe derive upper
and lower bounds,which are functionsof D, B, andT. We
would like to optimize both boundsover {D, B, T}, subject
to (5).

I11. CAPACITY BOUNDS

The ergodic capacitywith channelestimationandquantized
beamformings the maximummutualinformationbetweerthe
receved and transmittedsymbols,andis given by

C = Bmax I(r; blh, v;)] (6)

where p, is the probability density function (pdf) for b and
the expectationis over h andv;,. Conditioningon the actual
channelvector, insteadof the estimate givesthe upperbound

C < BfmaxI(r;blh, v, )] = Ellog(1+ p(v;R)*)] (7)

< log(1 + pE[(v] h)*]) (®)

where we use the fact that the maximizing pdf is Gaussian,
and apply Jensers inequality (8). Substituting(3) into the
expectationin (8), and simplifying gives

E[(v h)*] = 02 + E[(v] h)]. ©)

Since||h||? andv £ (v;ﬁ/nfz”)? areindependenf10], [14],
we have

E[(v} h)?] = E[|R|?]EW] = (1 - 02)N,E[Y]  (10)
where v = max;<;<,e{r; = (vlh/||h])?}. With RVQ
the v;’s are i.i.d. with pdf givenin [8]. The pdf for » and
associatedneancan be explicitly computed[14]. The mean
is given by

N,
Ev]=1-2BB (28, 11
v (2 5 )
wherethe betafunction B(m,n) = fol tm=1(1—¢)"~1 dt for
m andn > 0. We canbound E[v] asfollows.
Lemma 1. For B> 0 andN; > 2,
1+ (y—1)2=F 4+ 2-BN:
N, — 1

Ely] < 1—-27B4 (12)

Elv] > 1-278

(13)

where+y is Euler’'s number
The proof is basedon the inequality derived in [19]. We note
that E[v] - 1 —2-B as N; — oc. Substituting(9)-(12) into
(8) givesan upperboundon capacity

To derive a lower boundon capacity we substitute(3) into
(1) and obtain

r(i) = (0L R)b(i) + (vl w)b(i) +n(i).
z(1)

(14)



Since w and h are independent,it can be shown that
E[z()b(7)] = 0. It is shawn in [17], [20] that replacing z(¢)

with a zero-meanGaussianrandom variable minimizes the
mutual information I(r; bk, v;,) andthereforegivesa lower
boundon the capacitywith channelestimationand quantized
beamforming.The lower boundis maximizedwhen b(i) has

a Gaussiarpdf, i.e.,
htv; )?
log (1 + ( :2") )

(15)
wherep, and¢? denotethe pdf and variancefor z, respec-
tively. We derive the following lower boundon C' by applying
the inequalityin [21].

Lemma 2:

E [mg (1 + %(iﬂvﬁ)]
> (1= g ) (14 S ElGh0,)?)

wheres? denoteshe varianceof v.
Exactevaluationof o, appeargo be intractable;howvever, we
are ableto derive the upperbound
1
N;—1 A

3 \/r(1+ )-r2(1+
— < =dp,

2E[v] =  ogl+Bt+xir _or (1 + ﬁ)

C > E[maxmin I(r; blh, v)] =

Pv Pz

E

(16)

2
N;—1

(17)

whereTI'(:) is the gammafunction. We notethatdy, — 0 as
Ny — 0.

To obtaina lower boundon capacityC, we substituteo? =
0% + 02, (13), and (16)(17) into (15). The capacnybounds
are summarizedas follows.

Theorem 1. The capacitywith channelestimationvariance
o2 andnormalizedfeedbackB satisfies

c,<c<c, for B>0andN; > 2 (18)

where

1-—
Ci=(1-d ! 1+
1= ( Nt)Og( p1+p

2 (1 - 2—B)Nt) (19)
C, =log (1 + poZ + p(1 —o2)N,
1)2-F 4 2-BN:

o )): @

The gapbetweerthe two boundstendsto zeroaso?Z or p tend
to zero.With fixed B and o2 both bounds(andthe capacity)
grow as O(log(Ny)) as Ny — co.

- ]_ —_
1-278 4 0

IV. OPTIMIZED TRAINING AND FEEDBACK LENGTH
A. Channel Estimation Error

We first evaluatethe channelestimatiorerrorin termsof the
training length T and feedbackB. We assumethat the trans-
mitter transmitsT training symbols br(1),--- ,br(T), and
that the training symbol b1 (i) modulatesthe corresponding

beamformingvectorvr(i). The vectorof T' receved samples
from (1) is given by

r=BrVih+n (21)

where Br = diag{br(i)} is a T x T matrix, Vp =
[vr(1)---v7(T)], andn = [n(1)---n(T)]*. The T x N;
linear MMSE channelestimationfilter is given by

C

= argmin E[||h — C'r||’] (22)
C

(ViVe + 21 ' BrV}

(23)

and the MSE o2 1 — trac{CTRC}/N; where R =
E[rrt] = BTVTVTB} + 021 is the received covariance
matrix. Note that the matrix of beamformingvectorsduring
training, Vi, is known to the transmitterandrecever, andcan
be chosena priori. It is shavn in [17] that the set of (unit-
norm) beamformingvectors,which achieve the Welch bound
with equality minimizesthe Mean SquarecError (MSE). We
thereforehave that [22]

VoV =TI if
Vive=1 if

T > Ny,
T <N,

(24)
(25)

Applying (23)(25), we obtain the varianceof the estimation
error B
1— 1,
1 o
14pT ’

T<1
T>1 (26)

B. Asymptotic Behavior

We now study the behavior of the optimal 7', B and D,
and the capacityas N; — oo. With D transmittedsymbols
in an L-symbol paclet the effective capacityC = (D/L)C
whereD = D/N; andL = L/N,. The associatedoundsare
C, = (D/L)Cy, andC; = (D/L)C;. From Theorem1 and
(26), we canwrite C; andC,, asfunctionsof {T', B, D} and
optimize,i.e., for the lower boundwe wish to

max Cy (27)
T.B,D
subjectto T+ uB+ D = L. (28)

Let {Tp, By, D¢} denotethe optimal valuesof T, B, and D,
respectiely, andlet CY denotethe maximizedlower boundon
capacity Similarly, maximizingthe upperboundgivesthe op-
timal parameterd7T?, B2, D} andthe correspondingound
C?2. Thesesolutionscan be easily computednumerically and
also allow us to characterizehe asymptoticbehaiior of the
actual capacity

Theorem 2: Let{T*, B°, D°} = arg max, 5 p; C subject
to (28). As Ny — o0,

T°log(Ny) — L (29)
_ 1=
B°log(N¢) — ;L (30)
De -
— =1L 31)
1= e
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Fig. 1. Thecapacityboundsin Theoreml (bits/channelise)versusnumber
of transmitantennas.

andthe capacitysatisfies
C? —log(pNy) — 2log(log(Ny)) = ¢ (32)
where
" —log(l+p) <(< (" (33)

and¢* = log(L?(1 + p) log(2)) — log(pp) — 2.

According to the theorem,as N; becomedarge, to maxi-
mize the achievable rate the fraction of L devotedto training
and feedbacktendsto zero, in which casethe rate increases
aslog(pN;) — 2log(log(NNy)). Recallthat the achievable rate
with RVQ and perfectchannelestimationgrows aslog(pNy).
Hencethe loss of 21og(log(NV;)) is dueto imperfectchannel
estimation.Theorem?2 alsoimplies that uB/T — 1, i.e., the
fraction of the paclet devoted to feedbackis asymptotically
the sameasthat for training.

We obsene thatthe precedinganalysisappliesif the beam-
forming vectorsduring training are chosento be unit vectors.
Namely the matrix Vr can be taken to be diagonal,which
correspondgo transmittingthe sequencef training symbols
over the transmitantennassuccessiely one at a time. Hence
the fact that the optimal T' increasesas N;/log N; implies
that only V;/ log N; antennasare activated.Equivalently, we
conclude that as the paclet size L increases,the optimal
numberof transmitantennashouldincreaseas L/ log L.

V. NUMERICAL RESULTS

In Fig. 1, we comparethe analyticalboundsin Theoreml1
with the tighter boundsin (7) and (15). The tighter bounds,
which are analytically intractable, are evaluatedby Monte
Carlo simulationand shovn aso’s and x’s in the figure. The
plots shav that the boundsin Theorem1l are closeto (7) and
(15) even for small N;. Since RVQ requiresan exhaustve
search,and the number of entriesin the codebookgrows
exponentiallywith the numberof antennassimulationresults
arenot shavn for V; > 12. As expected,both the upperand
lower boundsgrow at the samerate as V; increases.
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Fig. 2. {Tp/L,B¢/L,D?/L} versusnumberof transmitantennasv;.

Fig. 2 shovs the set of optimal values
{Tp/L,B¢/L,D¢/L}, which maximizes C;, versus N,
with normalized block length L 8 and p = 1. As
expectedfrom Theorem2, the optimal training and feedback
lengths decreaseto zero. The associatedrate with this set
of parametersis shavn in Fig. 3 with a solid line. The
dots correspondto simulation results with the same set of
parametersasin Fig. 2. The numericalresultsfor the bound
in (15) nearly matchthe analyticallower bound(;, even for
N; = 3. We also comparethis performancewith optimized
parameterdo that with 7 = 2, B = 2, and D = 4, which
may be a reasonabléeuristicchoice of parametersThe rate
loss at V; 10 is about10%. Both ratesare substantially
less than the rate with perfect channelinformation at the
transmitter and recever, which is displayedby the dashed
line. The dash-dotcurve is the capacitywith perfectchannel
estimation, where B is taken to be the optimized value
correspondingto the solid line. Here we see a substantial
gain relative to the solid line, since with perfect channel
knowledgethe recever doesnot requiretraining overhead.

Fig. 4 showvs the capacitylower boundversustotal overhead
(T+pB)/L with 1 = 1. Thecapacityis zerowhenT+B = 0,
sincethe estimateis uncorrelatedvith the channel,andwhen
T+ B = L, sinceD = 0. The solid line correspondgo
optimized parametersvith L = 5, N; = 5, u = 1, andp =
5 dB. Differentcurvescorrespondo differentratios between
T and B. With equalamountsof training and feedback the
rateis essentiallyequalto thatwith optimizedparametersThe
peakis achieved when (T + B)/L = 0.35. The performance
degradeswhen B deviatessignificantly from T'. Also shavn
arethe simulationresultsfor (15) whenT = B. Theanalytical
boundis quite closeto the boundin (15) for (T'+B)/L > 0.5.

VI. CONCLUSIONS

We have presentedboundson the capacity of a MISO
block Rayleigh fading channelwith beamforming,assuming
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limited training andfeedback.For a large numberof transmit
antennaswe have characterizethe optimalamountof training
and feedbackas a fraction of the paclet duration,assuming
linear MMSE estimationof thechannelandanRVQ codebook
for quantizingthe beamformingvector Our resultsshow that
whenoptimized,the fraction of the paclet devotedto training
is asymptoticallythe sameasthefractionof the paclket devoted
to feedbackFurthermorethe optimaltraininglengthincreases
as N;/log(Ny), which can be interpretedas the optimal

numberof transmitantennado activate.

Although the pilot-basedschemeconsidereds practical, it
is mostlikely suboptimal.Namely in the absencef feedback
such a pilot-basedschemeis strictly suboptimal, although
it is nearly optimal at high SNRs [17]. With feedbackthe
capacityof theblock fadingMISO channekonsideredi.e.,no
channeknowledgeatthereceverandtransmitter)s unknowvn.
Extensionsof the model presentechere,which we intend to
study include allocatingdifferentpowersfor the training and

data portions, and beamformingfor a MIMO block fading
channel.
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