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Abstract

We propose and analyze a limited feedback scheme for dowMIMO-OFDMA. Our analysis explicitly
accounts for the feedback overhead by assuming a time aivbiiplex system in which all feedback and data
transmission must occur with a coherence time. As the traaif coherence time devoted to feedback increases,
the base station can allocate resources more efficienttyhsi less time available for data transmission. In
the proposed scheme, the base-station sequentially esciedback from the users and decides when to stop
receiving additional feedback and begin data transmisdi@mth user feeds back their best codeword (beam)
selected from a beam-forming codebook on each group of OFDbAchannels, provided that the channel gain
exceeds a given threshold. For a given feedback threstedyptimal stopping rule used by the base station
is derived. With this rule we show that the total throughpiuthes scheme scales linearly with the number of
users, provided that the number of OFDM sub-channels alslesaevith fixed ratio. The effect of varying the
coherence time and feedback rate is also characterized.

. INTRODUCTION

Orthogonal Frequency Division Multiple Access (OFDMA) doimed with Multiple Input Multiple
Output (MIMO) techniques provide numerous degrees of fseedh space and frequency. To efficiently
exploit these in a cellular downlink, the base station nemsdfcient channel state information (CSI)
to allocate resources and schedule users. In a multiuseensyshe feedback overhead for acquiring
CSI at the base stations can be prohibitive. This has metivite study of several limited feedback
schemes for single antenna OFDMA systems [1], [3]-[5], lenger MIMO-OFDM systems [11], [12]
and MIMO-OFDMA systems [13].

In [1], [4], [5] a threshold-based feedback scheme has béediesl for single antenna OFDMA
systems. There, each user sends the base station one hitbpelnannel to indicate whether the channel
gain is above or below a given threshold. Limited feedbadiestes have also been considered in the
setting of narrow band downlink MIMO system (e.g., see [9]+[In MIMO systems, the feedback
information usually contains the channel magnitude as a®lihe channel direction in order to exploit
spatial diversity. In [11]-[13], the authors exploit cdatton in the frequency or time domain to reduce
the feedback for MIMO-OFDM. However, a limitation of thesehemes is that as the system size
scales (i.e., the number of sub-channels and number of heemnes large), the required feedback also
increases. Given a finite coherence tifi@and feedback rat& per sub-channel, the time for feedback
will eventually dominate the entire coherence tiffie

In [2] we introduced two limited feedback schemes for the diink of a single-antenna OFDMA
system. Both schemes were shown to achieve positive thpuigis the system size scales when the
time for feedback is explicitly taken into account. Here wuady an extension of theequential scheme
from [2] for a MIMO-OFDMA system. The feedback in this scheisdimited by two techniquess)
Channels are grouped. One bit is used to indicate whethen#gmitude of all the channels within one
group is above a threshold) Each user compresses the binary feedback vector befodéngehto the
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base station. The users feed back sequentially. Hence ba@hannel group size, threshold and number
of users are set, the fraction of time devoted to feedbackrhes fixed. That is due to the assumption
that every user must feed back its CSl to the base stationid@ethat the loads = K/N is less than
RrT (number of feedback bits per coherence time), the total thetaughput scales linearly with the
number of sub-channel as N — o« and K — oo (with fixed ). In contrast, with unlimited CSI
feedback the total throughput scales likelog log K, where the additional growth is due to multiuser
diversity. With finite RxT" this additional terms disappears. Furthermore, for higbugh loads the
sequential scheme in [2] achieves zero throughput due teetiigrement that all users feed back. This
motivates us to consider adaptive version of this scheme in which only a subset of users fee# bac
within each coherence time.

Given a fixed coherence time, we develop an adaptive seql&gdback scheme for MIMO-OFDM
in which, based on the feedback received so far, the baserstitcides whether to request CSI feedback
from an additional user or start data transmission. Thigsd®t balances the multiuser diversity gain
associated with additional feedback with the requiredlosad. We formulate this decision as an optimal
stopping time problem [10] and characterize the optimaghsitag rule. We then optimize the parameters
of our scheme, which include the sub-channel group size lamdhannel gain threshold. The optimized
scheme is shown to have a throughput that scales linearly twé system size for all loads. We also
study the impact of? 7" on the data throughput, and show that if this quantity sdalster thanog K
as the system scales, the multi-user diversity gaitbgfog K is recovered.

II. SYSTEM MODEL

We consider a downlink MIMO-OFDMA system withk’ users andV OFDM sub-channels (each
with bandwidth normalized to one). Each user has a singlenaiat and the base station hestransmit
antennas. The received signal on tHe(1 <[ < N) sub-channel of th&'" user is

Uiy = P ViS + ny 1)

whereh,; is anM x 1 channel vector for usér andn,; is complex Gaussian noise with unit variance,
which is independent across sub-channels and users. Thealhactorsh;,; are modeled as a block-
fading process with block-length, which we will refer to as the channel coherence time. Dugagh
block, each component of,; for all £ and! is generated according to an.d. complex Gaussian
distribution with zero mean and unit variance, correspogdio a rich scattering environment. The
realization ofh,,; is assumed to be known perfectly at receikeat the start of each coherence block,
but not at the transmitter or any other receiver. All beamiog vectors (codewords) are assumed to be
selected from a single codebook witlh unit norm vectorsuv,, . .., vy]. The matrixV; = [v; 1, ..., v )

in (1) is M x M;, where M, is the number of data streams scheduled onithesub-channel. The
columns ofV; correspond to the codewords assigned to the scheduled osessb-channel. The
matrix S = [s1, s2,...,s:,]7 contains the data symbols of the scheduled users. The batsensis
assumed to use an on-off power control policy, so that if achdnnel is requested by at least one user,
a constant power is allocated to this sub-channel. If multiple streams ateedaled on a sub-channel,
this power is divided equally across the streams.

As in [2], we consider a feedback scheme in which the userd Bemted feedback at the start of
each coherence block. The system is time-division duplexthat when feedback is being sent, data
can not be transmitted. All feedback is assumed to be senfia¢drate R bits/sub-channel, so that
if there areN subchannels the total feedback rat&Ris/N. Hence, if Ly bits of feedback are sent, then
T(1— Riljv) seconds remain for data transmission. During each coherelock, the users feed back
CSI information sequentially in a given order, which may rodpa from block to block according to a
pre-determined schedule. The base station adaptivelge®d¢iow many users send feedback before it
begins transmitting data.

This requires the base-station to send a control signaleaitiers to indicate when to stop sending feedback.



Each userk, which sends feedback in a given coherence block, first qaemntts channel gain,,;
on each subchannélto the closest codeword defined by its inner product as in[§],

dy, = hi . 2
k.l al"gél}naSXM | k,1Um | (2)

As in [7], [9], the user then estimates the received sigoahterference-and-noise ratio (SINR) it would
see on sub-channeélif it were allocated the codeword},, ,. This estimate assumes that the maximum
of M users are scheduled simultaneously on this sub-channelréBulting SINR estimate is given by

§|th,lvdk,z ?
I+ Zj;édk’l %|th,5%‘|2
_ | th,l,Udk,L |2 3)
1/p+ Zj;ﬁdk,l |hihv; |2

wherep = P/M. Userk then compares the estimated SINR,, with a given threshold,. User k
only requests sub-channels for whi¢h; exceeds the threshold. Let

Po = Pr(fr; > to)
denote the probability the estimated SINR on a particulérchannel exceeds.

Ve =

M

Lemma 10 If o > 1, thenpo = o7q v

The conditiont, > 1 ensures that the estimated SINR associated with at most fotee @odewords
for each user will exceed, on a given sub-channel. The result follows from this assionpand the
assumed fading distribution. To simplify our analysis, veswane that, > 1 for the remainder of the
paper.

To reduce the required feedback, we divide thiesub-channels into non-overlappirsgb-channel
groups, each containingeN sub-channels, wheite< o < 1. A user who sends feedback in a coherence
block requests a particular sub-channel group if and onthef estimated SINR for all the/ N sub-
channels within the group are above the threshold. Thexetbe probability a user requests a particular
group isp; := ps™. The amount of feedback can be reduced by increasiNgor t,. If userk requests
a group, we assume it feeds back the beam indiGgs,corresponding to the N sub-channels within
the group. Hence, the CSI at the receiver i9/&"-ary sequence with lengthV/(aN). In order to
reduce the feedback overhead further, the feedback bitsacth e@ser can be losslessly compressed
before transmission. The length of the compressed vectdeenfback bits depends on the particular
compression scheme used. We will specify a particular sehensection IV. However, we emphasize
that the stopping rule developed in the next section doeslepénd on this particular scheme.

Our main performance objective is the sum-rate, which cawtigen as

R=(1— f)N,r (4)
where f indicates the fraction of a coherence-block used for feeklb®, denotes the number of data

streams scheduled amds the achievable rate per scheduled sub-channel. We adbaineis matched
to the feedback thresholg and is given by

r = log(1l + o).

The value ofN, and f depend on both the channel group size, the feedback thoeahdlthe number
of users, which send feedback during each coherence baiadt Expressions for these will be studied
in the following sections.

2This is reasonable assuming that the users are only assigfed sub-channels and do not code over multiple coherermzdl If
user’s could code over many sub-channels then they couliéwvecthe larger rate off (log(1 + hi' jvm||h jvm|* > to).



. OPTIMAL STOPPING RULE

In this section, we characterize the optimal stopping rbkg the base station should use to decide
when to stop receiving additional feedback. For this we m&stinat the total coherence tirfies divided
into K slots, where each slot is used either for CSI feedback from wuser or data transmission. If
the slot is used for CSI feedback, we assume that the schitdgler feeds back its CSI using all
subchannels to the base station within the given®iven the cumulative CSI at the end of each slot,
the base station must decide to either request CSI feediback dnother user in the next time-slot or
to allocate resources according to the current availablead8 start transmitting data. Once it starts
transmitting data, it continues doing so for all of the remivag slots in the current coherence block.

Let s, = [T1n, T2, - - - Tarm, To,n) DE @ vector summarizing the feedback information afterritte
slot, wherez; ,, (0 <1i < M) denotes the number of sub-channels on whiiclistinct codewords have
been requested by thé" time-slot, i.e.,i data streams can be scheduled simultaneously; grsub-
channels. The sum of all the elementssjn Zf‘io x;n, 1S equal to the total number of sub-channals
in the system. We refer te, as the state of the system at timelf the base station stops receiving
CSI feedback after slot, when the system is in statg, then the corresponding sum-rate is given by

R(n, ) = (1- [’;) S (ii) log(1 + o) 5)

i=1
Comparing with (4), the fraction of the coherence time usedransmit data isf = 1 — ;> and the

total number of data streams scheduledVjs= Efil(ixm).

Given the previously defined state, we can view the decisaoed by the base station as an optimal
stopping problem. Namely, the base station’s decisiorr &#&eh slot is to either stop requesting CSI
feedback, in which case it receives a pay-off given by (5yeguest additional feedback, in which case
it can determine an expected future pay-off given the cairséate. Furthermore, the sequence of states
is a Markov process. Hence, we can use results from optirappsig theory to design a stopping rule.
Such a rule is given in the following Proposition.

Proposition 1: The optimal stopping timg* for a system withX" slots exists and is given by

M ’ .
7% = min {j >1: Z(m,j) > (K =U+1)Np } (6)

T 1+ (K —(j+1))

Proposition 1 gives a simple threshold policy that the béetgos can follow to determine the stopping
time j*. Namely, after each time-slot the base-station stops ifariy if the total number of streams
it can schedule, given bEf‘il(z‘xi,j), exceeds the time-varying threshold on the right-hand sfdé).
Given that each coherence tirfieis divided into a finite number of time slots, determining tpimal
stopping time is a finite horizon dynamic programming prablevhich can in general be solved using
backward induction. However, for this problem backwarduictibn is not needed, i.e., it can be shown
using the rate expression in (5) that a one-stage look-apelécy (i.e. stopping ifR,, > F(R,1|s,)) IS
optimal. This follows from showing that the problem isnanotone stopping problem [10]. The detailed
proof is omitted due to space considerations.

V. PERFORMANCE
A. Feedback constraint

We first express the feedback constraint in terms of the syparameters. Since the total bandwidth
is divided into sub-channel groups with sizévV, the CSI at the receiver is a vector of lengtil(a V)

30f course, the validity of this assumption depends on themehused for compressing the feedback and the feedbackdatdeZhis
relationship will be explored in the following section.



with elements that can take one df*" + 1 values, where one of these values indicates that a sub-
channel group is not requested. Conditioned on a sub-chgrmgp being requested, the corresponding
feedback symbol takes on one 8f*" values with uniform probability. We assume that each user
compresses this feedback vector to within one bit of theopmtrSince the channel follows ari.d.
distribution across the subchannels, thé*" + 1)-ary feedback symbols are alsad., and the entropy

of each feedback symbol“is

- N 2 MaN 1
Lent = (M NN log ( ) + (1 —py)log (1 —

» )) = H(p1) + aNp; log M (7)

where H (p1) = p1log(1/p1) + (1 — p1)log(1/(1 — p1)).
As the system size scaled/ (becomes large), we can assume that each user’s feedbacle chmé

within the given time duratio’/ K" at the rateN Rr. Namely, with a variable length coding scheme
the actual feedback; for each usei is random; however, as the number of sub-channkelacreases,
the time to send userfs feedback satisfies

Li Lent
_)
NRF OéNRF
by the law of large numbefsBased on this, we model the relationship between the systeameters
and the number of slots by assuming that
Lot +1 T
Zemt T 7 _ — (8)
OzNRF K
where we have added an extra one bit to the entropy to ensaredch user must send back at least
one bit. Substituting fot..,;, this is equivalent to the following

b1

1 1 RpT
Q—NH(P1)+P1108§M+QN = 9
Using thatp, = pg" and the value fop, in Lemma 1 gives
/ 1-— log(1 —
K p (y+(y—10gM)( p1) log pl)) +78 = RpT (10)
pilog(p1)
where
A M.t
y = log(—) =—+ (M — 1) log(1 +tg) (12)
Po p
and the group size
log(p1)
aN = ————~—, 12
log(M) — y (12

“It would be more precise to denote the entropylas: (N, a, p1), but to simplify our notation we suppress the dependenceheset
parameters.

®Some care is required in showing this singendp; may vary with the system size; in particular, here we areragsy thata — 0
so that each user is compressing an infinite number of symaslthe following results show this is the case in an optithizgstem.



B. Asymptotic Results

As shown in Proposition 1, the stopping tinieis a random variable in each coherence timelt
appears to be difficult to determine the probability disttibn of j*; however, we can determine the
asymptotic behavior of* as K and N both tend to infinity with fixed ratigh = K/N. Namely, referring
to the stopping criterion in Proposition 1, dividing thetiaind side byVN, we note that almost surely

M /.
i) g (13)
by the law of large numbers. The right-hand side of (13) ddpemnly on the stopping timg, the
request probability,, and the total number of time slofs’. An expression forE(M;) as a function
of 7 andp, can be derived by induction ojy and is given by the following Lemma.
Lemma 2: As K and NV goes to infinity with fixed ratio,j* asymptotically converges to a constant
satisfying
P17 P, o B
(1-2) (+5w -G +) =1 (14)

Lemma 2 indicates the average fraction of time devoted tdldaek for a large system. Based on this
result, we can derive the corresponding average data thpaigper sub-channel. Namely, the capacity
objective with fixed parametess, t,, and K’ is given by

~ %k

Ca,tg, K'Y =M (1 — i{,) (1 — (1 — %)J) log(1 + tp). (15)

We wish to maximize this expression overt, and K’ subject to the feedback constraint (10), where
j* is determined by (14) and is given by (11). Also, we have the additional constrainfs > 1 and
to > 1 (by assumption), which lead to

y > log M (16)
1

y>—+ (M —1)log2. a7)
p

The preceding optimization problem is difficult to solve tiaally, although we are able to derive
certain scaling properties. These are summarized in thenfmlg proposition.

Proposition 2. As K — oo and N — oo with fixed ratio, to maximize the throughpat(a, ¢y, K'),
the system parameters must scale as follows:

« The number of slotg{" log K’ = 0(K).

. The optimal stopping timg* grows asf(K’).

« The group sizexN grows asf(K’).

« The threshold, is bounded.
Furthermore, given such parametef§o, ¢y, K') — C*, for some non-zero, finit€'*.

The last part of this proposition states that the sum-caypacian optimized system scales linearly
with the number of sub-channels, i.e. likE N. The proof consists of proving the following lemmas.
Namely, letKp, — p; asK andN tend to infinity, where) < j; < co. Suppose also thdt” p; — v,
where( < v < 1.

Lemma 3: If yu; = 0 or oo, the average capacity converges to zero per sub-channel.

This lemma indicates that the optimgl; has to converge to a finite positive value. The proof consists
of noting that ifyu; = oo, (10) implies that the thresholg has to be zero, and #u; = 0, Lemma 3
implies that the average number of data streams schedulacparticular sub-channel approaches zero.
In both cases, the capacity must then converge to zero.



Lemma 4: Given any finite positive value foyu, to maximizeC(«, ty, K') the optimalp; — 0 and
the optimal K’ — oo.

For any0 < yu; < oo, if we fix the fraction of time devoted to feedback, i.e.= j*/K' is a constant,
we can show thaC'(«, ¢y, K’) is a decreasing function gf;. Therefore, the optimal asymptotic limit
of p; should be 0.

From Lemma 4 we conclude that the sum throughputan be expressed as a functiomgf;,. The
proposition then follows by optimizing' over this value.

C. System Comparison

We now compare the performance of the sequential schemeogedpin [2] with the adaptive
sequential scheme. In the scheme in [2], all users comphess feedback and send it at the start
of each coherence block. Such a scheme can be treated asreamextase of the adaptive scheme in
which we allocatek” > K slots within one coherence tini#e. The base station waits for the feedback
bits from all the users in each coherence tiffyewhich implies thati" slots are used for feedback and
K' — K slots for data transmission. As in (15), the average systeoughput per sub-channel can be
expressed as

Coon(ato, K = M (1= ) (1= (1= 2) ) tog(1 + ¢ 18
oo to, K = M (1= 22 ) (1= (1= 2207 ) log(1+10). (18)
We can again optimize this over the system parameters and &, subject to (10),(12),(16),(17) as
well as the constraint that’ > K. The following lemma characterizes some scaling propediethe
solution to this optimization.

Lemma 5: As K — oo and N — oo with fixed ratio, to maximize the throughpat.,(«, to, K;) the
system parameters must scale as follows:

« Kp; converges to a positive finite value.
. K'/K converges to a positive finite value.

Furthermore, given such parametets,,(«a, to, K') — C'

seq?

for some non-zero, finit€*

seq'
The proof of lemma 5 is similar to lemma 3. Namely we show thahé parameters do not scale in
this way we show that the throughput must go to zero.
The last part of Lemma 5 implies that the sequential scherseahzapacity that scales likg],,N.
From the above discussion it is clear ti@},, < C*, since the adaptive scheme optimizes over a
larger range of’. Next we show that even if we restrict the sequential schemssing X’ = K time-
slots, it will still perform better than the sequential seteeproposed in [2]. Specifically, l&t(a, o)
denote the system throughput per sub-channel achievedebgdiiptive sequential scheme whighis
set to K. We can again consider optimizing the throughput of thisricded scheme over andt,. By
following a similar argument the asymptotic behavior of tdyimal parameters can be characterized
and it can again be shown that under the optimal paramétgts, t,) — C7. The next lemma compares
the first order growth of this scheme with that of the seqa¢msitheme from [2].

Lemma 6: For all loadsp, C;,, < C}.

seq —

This shows that the asymptotic performance of the sequestieeme is no better than that of the
adaptive scheme withk’ = K. In other words, fixing the number of feedback slotdabut adaptively
stopping, is better than having’ > K slots but requiring all users to feedback.

D. Effect of RrT on Capacity

Previously we have assumed that the the number of poteetabilck bits per sub-channil-T
was fixed as the system scales. In this section, we study thmapastic performance of the adaptive
feedback scheme wheRyT also scales.



Proposition 3: When RyT increases slower thalvg K, the parameters of the optimized system
satisfy the following:

« The asymptotic limit ofK'p, scales withRxT in the form of M log(pRzT/M).

. The fraction of time devoted for feedback goes to zero at t‘derdM

log(pRpT /M)
. The threshold, scales withRT at the order%
« The capacity per sub-channel grows at the otelog(pRrT /M) — 2M log(log(pRrT/M)).
When RyT increases faster thdng K, the capacity per subchannel of an optimized system grows at

the orderM log(log K).

Proposition 3 states that the throughput scaling is proguat to log(RrT) if RrT increases slower
thanlog K. If RpT scales faster thalg K, the full multiuser diversity gain can be exploited.

V. NUMERICAL RESULTS

In this section, numerical results are shown to illustréte performance of the proposed scheme.
We assume in the simulation that the channel from each tridmsitenna to each user is i.i.d. Rayleigh
with unit variance. The base station h&s = 4 transmit antennas. Each user has one receive antenna.
The system load i = 2. The maximum number of feedback bits per sub-channel pegreabe time
is set to beRrT = 10. The power assigned to each active data stream is normdbzéd Watts.
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Fig. 1. Performance Comparison

Figure 1 shows the performance the three schemes considém@ee: the adaptive scheme, the
sequential feedback scheme from [2], and the adaptive seléth K’ = K. In this case, both adaptive
scheme perform significantly better than the non-adaptheme for all system sizes considered.

Figure 2 shows the performance of both schemes as a functig®x-@. As shown in [2], when
6 > RgT, the throughput of the sequential scheme goes to zero. Itrasinthe adaptive feedback
scheme can work for any value of system load a@dl’. The plot on the right illustrates this. From
Proposition 3, the performance of the adaptive scheme dhauatease likelog(Rr1") and a similar
scaling holds for the sequential scheme; this can be sedmigurve on the left, which shows shows
these curves over a larger range of valuegipfl".

Figure 3 shows the fraction of time allocated for feedbaakdifferent values ofR-7". The fraction
of time will converge to a constant as the system size inesedsor the values oRz7 used in the
simulation, the fraction of feedback converges to valudsvéen 0.4 and 0.5, i.e. roughly, half of the
coherence timé€" is devoted for feedback. Also, note that BT increases, this fraction decreases.
Figure 4 shows the average number of subchannel groupsstegu®y one user and the optimal threshold
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growth for different values oRz7'. In Figure 3, the fraction of time for feedback is around @bkboth
RpT = 25 and RrT = 50. However, in the case akr7T" = 50, the threshold is higher thaRzT = 25
and the average number of requested subchannels are laaveRi¥" = 25. This implies that when
RpT increases, the base station must probe more users to ett@aiultiuser diversity.

VI. CONCLUSION

We have proposed an adaptive limited feedback scheme fonlddsWMIMO-OFDMA with a finite
coherence timél’ and limited feedback link capacity®r. This scheme is based on using an opti-
mal stopping rule to determine the feedback time adaptiwetilin one coherence time interval. We
characterized the optimal stopping rule and studied thkngchehavior of the system parameters and
the sum-throughput as the number of users and number oftearnels scale with fixed ratio. In this
limiting regime the optimized system was shown to have a guaughput that scales linearly with the
system size for any load. In this paper, we have assumedhbatodebook size is equal to the number
of transmit antennas. Potential future directions inclodesidering larger codebooks as well as models
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with correlation in either frequency or time.
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