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Abstract—Given a frequency-selective fading channel, feed- CSI and RSI. To ease the analysis, we maximize the error
back can be used to convefhannel State Information (CSlland  exponent instead of minimizing the error probability directly.
Receiver State Information (RSHo the transmitter. RSI refers to  Nnte that allocating feedback bits to CSI increases the error
information about the receiver’s estimate of the message, which t by i . th hi bl te | trast. RS
can be used to improve reliability, e.g., through retransmissions. exponen . y Increasing ‘_9 achievanle ra e.. n contrast,

This paper studies the trade-off between these two types of d0€s not increase the achievable rate, but increases the error
feedback under total feedback constraint, assuming multi-carrier exponent by reducing error events [2], [4].

transmission through a doubly-selective Rayleigh fading channel.  The channel is assumed to be doubly-selective block
The objective is to maximize the error probability exponent. The pavieigh fading. That is, there are parallel block fading sub-
CSI feedback scheme specifies particular groups of sub-channels - . .
over which uniform power is allocated, and the RSI feedback channels each hav_lng_the same_coherence time and bandwldth.
determines retransmissions of the codeword. The optimal trade- The channel realizations are independent across all time-
off exhibits phase transitions which depends critically on the frequency coherence blocks. The CSI feedback occurs at the
cohefence time and the .total amount of feedback. Specifically, beginning of each coherence block. To accomodate a continu-
the first few feedback bits should be allocated to CSI up t0 5 range of feedback rates, which can be arbitrarily small, we

a critical amount. Additional feedback bits, if available, should that th t of sub-ch IS i titi d int |
first be allocated to RSI only, and then allocated to both CSl and @SSUME that the Set of sub-channeils 1S partitioned into equal-

RSI. This is because as the feedback rate increases beyond izegroups(see [7], [10]). The CSI feedback indicates which
certain amount, additional RSI feedback is not beneficial unless groups should be activated, i.e., the groups in which all sub-

CSlI feedback increases simultaneously. channel gains exceed a threshold. The transmitter uniformly
spreads the data power over the active groups. The feedback
rate is therefore controlled by the group size and threshold.

A feedback link from the receiver to the transmitter can be The RS| feedback scheme is taken from [4]. Namely, a
utilized in several ways. For example, the receiver can inforgydeword spans multiple coherence blocks and limited RS is
the transmitter about its estimate of the message, based@i back at the end of each codeword transmission. Note that
which the transmitter might choose to re-transmit part or alis| and RSI are fed back at different times and the only con-
of the original codeword. These schemes include automadigaint is on the average number of feedback bits per channel
repeat request (ARQ) protocols [1]. The main benefit igse. Also, as in [4], there are no delay constraints associated
improvement in data reliability, or equivalently, a reductioiith the feedback, which facilitates the analysis. Although RS
in average decoding delay for a target probability of errofeedback gives some implicit information about the channel
Several generalizations, including full feedback of receivadalized during the course of the transmitted codeword, CSlI
symbols [2], [3] and limited feedback schemes [4], [5] havg our model pertains to the channel state corresponding to the
been studied. We refer to this type of feedbackRaeiver nextpacket transmission. Note that transmission takes place in
State Information (RSHeedback. the units of coherence blocks. In particular, the channel can

Alternatively, given a fading channel, which is known at thge regarded as memoryless conditioned on the CSI.
receiver, but is initially unknown at the transmitter, feedback \we determine the optimal allocation of feeback bits to CSI
can conveyChannel State Information (CSIJhis can increase and RSI asymptotically as the number of sub-channels, feed-
the capacity of the channel through power and rate adaptatigatk rate, coherence tim& (channel uses) and transmission
[6]. Limited feedback schemes for CSI have been receniijite (R nats per channel use) are scaled appropriately. For
studied in [7]-{9] for multi-carrier transmission. the model considered, the first few feedback bits, denoted

This work formulates a model and studies the relativgs Rerit, should be allocated to CSI. Additional feedback
benefits of CSI and RSI. Specifically, given fixed forward anglits, if available, should first be allocated to RSI only, and
feedback rates, the problem is to optimize the split betwegien allocated to both CSI and RSI. This is because as the

_ _ amount of feedback increases, allocating additional feedback
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benefits of CSI and RSI depend critically on the cohereneéhere P, = P/(Ne*NGto/”i). Note that this rate does
time. Given N sub-channels and signal-to-noise ratio (SNR)ot depend upon the coherence block lend@thsince the

S, Rerit grows asST'/4 for T' < log N with large enoughV. transmitter is assumed to code across many coherence blocks
As T increases beyontbg N, Rt grows more slowly and in frequency and/or time.

eventually decreases. We wish to choose the feedback parametéfs and

t, to maximize C(R.s;) subject to the feedback constraint
GH (p) < TR.s;. Although it appears to be difficult to obtain
Consider multi-carrier transmission oveY independent an analytical characterization of the solution for arbitrafy

Rayleigh fading sub-channels, so that thex 1 vector of the following proposition, repeated from [10], characterizes

II. MULTI-CARRIER MODEL WITH FEEDBACK

channel outputs across sub-channels is given by the solution for largeN andTR.;.
B Let u* be the positive solution tiog(1+u) = 2u/(1+u)
y=Hx+z @) (e, ur ~3.92), andey, e, satisfy
where H = diag[hi, ha,...,hy] is the channel matrix in S _— _
which the diagonal entries are independent, circularly sym- log N —log L*(log N) 2} = (logN)' ™2 4)

metric complex Gaussian (CSCG) random variables with mean 1reny (1+e2)/2

zero and variance?. The N x 1 input vectorx satisfies the log N —log[S(log N)™*] = (log N) . ®

average power constraifif [x”'x| < P and the noise vector respectively, wheres = Po? /o2 is the SNR. Note that for

z has CSCG entries with mean zero and varianée The large N, e; € (0,2) ande; € (0,1). Moreover, asN — oo,

channelH is assumed to be known perfectly at the receivefe havee; — 0 andes — 1.

We assume a block fading model so t&tremains constant  Proposition 1: [10] As N — oo, if TResi — 0o With N

for T' channel uses and then changes to an independent vaigi

The time dependence is suppressed to simplify notation. TR, < %(bg N)2-e, (6)

A. CSI Feedback then the capacity, optimized over bay; andt,, satisfies
At the beginning of each coherence block, we assume that

TR.,; nats are fed back, wher&,,; is the CSI feedback C(Res;) = \/?log(l—i—u*) /7TRW-+0(1) @)

ratel The CSI feedback scheme presented in [7], [10] is u*

assumed, in which the total set of sub-carriers is partition@&dereo(1) stands for a vanishing term & — oo. If instead

into G’ nonoverlapping groups each containing; = N/G the feedback rate is greater than (6) but satisfies

consecutive sub-channels. Let thé; x 1 vector of sub- S - oe

channel gains corresponding to thé" group beh, = o 108 N)™™% < T'Resi < S(log )™, (8)

[hgt, hga, - - .,thG]T. Given a thresholdt,, the receiver

. | ) o then the optimized capacity satisfies
informs the transmitter to use this group |ikg|© > ¢,

for all i = 1,2,...,Ng. The probability of this event is (g, ) — T'Rcsi log (1 N Slog N log NlogN) Loll),

p = e Nate/7h 5o that for largeN the average amount of log N T Resi T Resi

feedback required per coherence block can be compressed . ©)

to the entropy raté.The CSI feedback constraint is thereforé:'na”y’ if 9

GH(p) < TR..;. whereH (p) = —plog(p)—(1—p) log(1— S(log N)*™ < TR, (10)
p) < TRcsi. whereH (p) = —plog(p)—(1—p) log(1—p).

Clearly, the larger the coherence time, the less CSl is requiig@n the optimized capacity satisfies
per channel use to achieve a target rate.
Given the CSI feedback, the transmitter allocates paier C(R.si) = Slog N + o(log N) (11)

uniformly over the set of active sub-channel groups. Subjecta characterization of the optimized threshaiti and the
to this constraint, the maximum achievable rate (ergodiptimized sub-channel group si2€%, along with a discussion
capacity) is given by of those results, is given in [10]. In particular, assuming a
024 Py ]2 large fixed N, Ng* decreases witI’i_{“RCSZ-. WhenTR.s; >
C(Resi) = GEn, 200291] 2) (S/u*)(log N)?=¢1, Ng* =1 andt} increases akg N.

, B. RSI Feedback
P [® e (t=to)/of 524 Py -
=5 / 5 log —=—5——dt (3) In addition to CSI feedback, we assume an average feedback
o Jit, Oh g

z rate of R,.;; nats/channel use, which specifies RSI. RSI feed-

1This is an abstraction for the scenario in which the channel is estimatg ck bits are assumed to be transmitted after the transmission

by the receiver at the beginning of the coherence block. Here we ignore @k €ach codeword. We adopt the approach presented in [4],

overhead due to training and feedback. [5], in which the RSI feedback determines whether or not
2A practical variable-length prefix code typically requires an additionghe transmitter re-transmits the codeword. This also requires

bit per coherence block. We ignore this, since a coherence block is "kj@z h o hani b h . d

to contain several hundred channel uses, so that this extra bit contriblfesSyNchronization mechanism between the transmitter an

negligible feedback overhead. receiver via the noisy forward channel.

Ng
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Here we focus on the scheme given in [4] for which For the block Rayleigh fading channel channel considered,
0 < R.s; < R, i.e., increasing the feedback rate beyond thee can evaluate (16) and (17) and apply Jensen’s inequality
forward rate does not improve performance. Although the obtain the upper bound
results in [4] assume a discrete memoryless channel, they can
be extended to block fading channels by treating_ each block E,(p) < Npe~Neto Jo? log <1 " P,(to + Jh)> (18)
as one vector channel use. Moreover, the results in [4] can be o2(1+p)
extended to a wide class of continuous alphabet channels.

It is shown in [4] that with RSI feedback alone the proba
bility of decoding error satisfies

Pt = e Br(ReaisBlreind) y gmn Balfess A (12) E4(R, Resi) < C(Resi) — R. (19)

wheren is the averagedecoding delay measured in numbeg,merical results indicate that this upper bound is fairly tight.
of coherence blocks here, and the fractibr- A of channel \ye || therefore assume that the bound is the exact value

uses is devoted to synchronization where (0,1). The first \yhan solving for the optimal CSI and RSI trade-off. Also,
exponentE; is determined by the probability that the receiver

makes a decoding error, which the transmitter is unable to Ey(R — AR, Resi) — Ey(R, Rewi) < AR (20)
detect due to the limited RSI. The second expongntis

determined by the probability of the event that the transmitteiith equality if R is sufficiently below the capacity.

is aware that the receiver’s estimate is incorrect, but is unableTo evaluateC; in (17) we assume that the two input

to synchronize within the time constraint. Note tffat; only sequences during the synchronization phase have the elements

Using (18), it is easy to show that the random coding exponent
(15) satisfies

affects the first exponent. In particular, from [4] VP ln,. 2y 50, and—v/ Pyl 2151, respectively, which
R— R, R—R,si|™ maximize the distance subject to the input power constraint.
By = )‘EQ( \ ’Rcsi) + )“C(Rcsi) - \ We can then evaluate (17) as
(13)
4P(t, + oF
o . C(Rew) = P 2 00) @)
By = By (5, Resi ) + A[C(Ress) = 5|+ (1= NC1(Re) :
A A
(14) [1l. PROBLEM STATEMENT

where E,(R, R.s;) is the random coding error expon&nt
[11] and C1(Resi) is the distance between the two most Assuming that on average; nats/channel use are available
distinguishablewclhannel inputs. for feedback, the problem is to determine the optimal split

Let f(¥,s/%) denote the joint probability density functionPetween CSI and RSI. The obje_c.tive is the agymptotic decay
of the lengthT’ channel output vectoy and the channel staterate’. or expone.nt, of the pro_bablhty of decoding error. More
s, given the lengthl” input vectorx in one coherence block, Precisely, we wish to maximize
Let f(x|8) denote the probability density function of the input

given the estimate of the channel statéThen we have nlgrolo —= log P (22)
1 .
E (R, Resi) = 0@351 {TEO(p) — pR} (15) over (Res;, Rrsi, A) Subject to
where MC(Resi) > R (23)
E ( ) Rcsi + R’r'si S Rf (24)

1/(1+p) A+ where (23) ensures that the forward rate constraint is met with
1Og/ / (¥,5l%)) J(xls)dx dyds (16) he RS| feedback scheme.

We assume thaC(R;) > R so that the problem is
feasible. Note that the objective (22) with finitecorresponds
C1(Res;) = to minjmizing the probability of decoding error assuming a

F(3,81%1(3)) decoding delay of. coherence blocks. An equivalent objective
max /f v,s|x1(8 log ==l —dyds (17) to (22) is to maximize the smaller one of the two exponents

*1(8) %2( (¥ s%2(8)) E, and E, given by (13) and (14) respectively.
where the maximization is over all codewords(s) and  Although our objective is to maximize (22), to simplify the
X1(8). Both E, and C; are assumed to be continuous angnalysis, we will assume that the CSI parametdts and
increasing functions ofz.;. t, are chosen to maximize the achievable rate, as in Section

3 , _ __1l. Although those parameters may change according to the

We use the random coding exponeff instead of the sphere packing

exponent, as in [4], to simplify the analysis. Although this gives a slightlgiffere.nt Ob_jeCtiveS' we do not e>§pect that using the capacity
looser upper bound o#., it is unlikely to change our results. objective will affect our asymptotic results.

and



IV. OPTIMAL ALLOCATION OF FEEDBACK and R,, = max {R7" R¢*}. The optimal CSI-RSI split

cst ? CS1
In this section we investigate the trade-off between Cgiin now be specified as follows,

and RSI. To simplify the analysis we make the following Ry ifRM"<R; <R,

approximations: The bounds (19) and (20) are the exact valueg _ ) p i RC‘”< Ry < R 1 (C(Bo) — R)/(26)
and the ratio C(Res;)/C1(Resi) ~ ¢ Whereg is a constant. " ™ = Hm m

When R.,; satisfies (6), using (7) and the optimal valuetgf R, otherwise

_ o (34)

we approximate) = (log(1+u*))/(4u*) ~ 0.1, and similarly , .

for the range (8), we take = 1/4 = 0.25. The numerical where R, s the solution to

results in the next section show that the corresponding analysis Ry =R.+ (C(R:.) — R)/(29). (35)
provides accurate insight into the optimized CSI and RSI o ]
trade-off. Clearly, the trade-off exhibits three phases depending on the

Recall that the objective is to maximize the minimum of°tal amount of feedback;. _— ,

E; and E5, which are increasing and decreasing functions of Propcl)sttlon 1 allows us to det’ellr;mlﬁ?-..ggg_ - Namely, ifT" <
), respectively. IfE, > E,, then A can be increased until 108 V) ™2 for large N, then RCG;* satisfies (6) and we can
E, = E,. This is possible sincé;, > E, for A = 1. On substitute thg capacity expression (7) into (33). Taking 0.1
the other hand, if5, < E, then we wish to decreaseuntil and also using the approximatiaflog(1 + u*))/Vu* ~ 1.6

E, = E,. Equating (13) and (14), assuming that the bourf}V€S ST

(20) is exact, we get the optimum time-sharing parameter R~ Vi (36)
A =1- ﬁ (25) If (logN)'=% < T, then RS"" satisfies (8). Substituting

Ci(Resi) the capacity expression (9) into (33) and takihg: 0.25 gives
This assumes that sufficient CSI is available to support tHee condition
forward rate, i.e., log N 1 N log N

log 1+Sog a(N) | = +a(N) o8-V
« TResi TReei 4 Sq(N) 2T
R S A C(Rcsz) = C(Rcsz) - 2¢Rrsi~ (26) log N (37)

The minimum CSI feedback rate, corresponding to equality Yherea(N) = log[(V log N) /T R..;]. For larger values of,
(26), is denoted a®”*, which is no greater thai;. R¢* can be shown to increase sublinearly with(in contrast

Since \ can be chosen to equai€, and Es, we define 10 (36)), and it is easy to show th&R:[i < S(log N)*+e2.
Ef(Resi, Rrsi) = E1(R, Resiy Rysi, \*), and rewrite the opti-

LAT V. NUMERICAL RESULTS
mization problem (22)—(24) as

This section presents numerical solutions to the constrained

maximize Ej(Rcsi, Rrsi) (27) maximization of (22), and thereby demonstrates that the an-
subject to Rey; + Ryss < Ry (28) alytical results in this paper provide accurate insights into
%R, si < C(Rest) — R (29) the optimized CSI and RSI trade-off for finite-size systems.

Exact expressions faE, and C(R.s;) are used andVg and
0<Rri <R (30) t, are chosen to maximize the exponent (22) as opposed to
ttﬁg capacityC(R.s;). Unless stated otherwise, the SNR is
normalized taS = 1, the number of sub-channelsi& = 1000
and the transmission rate is assumed tofbe 1.6 nats per
channel use.
Bi (R o) = 20°C(Ro) <R Fo) Q1) Fi-1 Pt optimal amourts of CS1 and RSl versus ot
- , _ o / \ IMeS.
20(Resi) +2(1 = 20) Rrsi — 2R. - (32) choice of R, here we haveR<' > R™in, Specifically,

Evidently, 0E# /OR,.; = 2(1—2¢) is approximately constant, tm = Riii’ ~ 0.7 and0.82 for 7' = 6 and8, respectively.
anddF; /OR.,; = 2C"(R.s;). The derivativeC” (R.,;) is very AS anticipated, the firsfz,, bits of feedback go to CSl, and
large for smallR..; and decreases monotonically to zero a&ero is allocated to RSI. Thereafter, the CSI remains almost
R..; becomes large. AR, increases from zero, we concludé!nchanged (decreases slightly) while the RSI increases. For
that the benefit from CSI dominates that of RSI until the twé = 6, both CSI and RSI begin to increase simultaneously
derivatives are equal, and then the benefit from RSI beconfifr the RSI reaches a certain value while 7o 8 the CSI
larger until R,.;; = R or that the condition (29) is met with Femains constant (decreases slightly) as the RSI continues to

equality. From then on, more CSI is needed along with R#\crease.

where (29) is a rearrangement of (26) which guarantees
balance of the two error exponents and E5. Assuming the
bounds (19) and (20) are tight, we have

to achieve the optimal allocation. Fig. 2 plotsR,, (the first few bits that go into CSI before

Let R°ét pe the solution to feedback bits are assigned to RSI) for different valueqd of
ot corresponding taS = 0dB and 5dB. For S = 0dB and
C'(Resi) =1 —2¢ (33) approximately?’ < 4, Rt < R™i", so thatR,, = R™".
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Fig. 1. Optimal CSI and RSI feedback versus total feedback rate. Fig. 3. Error Exponent versus feedback per coherence bléuR ) for

different values off".

Note thatR™!™ is a decreasing function &f and hence the
trend in the plot. Fod < T' < 8, R,, increases approximately

linearly and eventually decreases withas predicted by the

Of course, the results in this paper correspond to the partic-
ular channel model and feedback schemes assumed. Extending
this framework to other channel models and feedback schemes

analytical results. Similar trends are observed o 5 dB.

First bits into CSI ( Rm )

10
Coherence Time (T)

20

R™im versusT'.

cst

Fig. 2.

Fig. 3 compares the error exponent with the optimal aI[8

location of feedback bits to the exponent achieved when

may provide an interesting direction for future work.

(1]

(2]

(3]

(4]

(5]

(6]
(7]

all

the feedback is allocated to CSI. The range of the horizonta]
axis is roughly the minimum to maximum values of CSI pei
coherence block. Clearly, allocating bits to RSI can provide
substantial gains in the exponent for the smaller cohereri¢®
times. For the larger coherence time it is optimal to allocate

all bits to CSI.

VI. CONCLUSION

(11]

The trade-off between CSI and RSI has been studied in the
context of block-fading multicarrier channels. Either CSI or

RSI dominates the allocation as additional feedback becomes

available, where the phase transition of the trade-off depends

critically on the coherence time.
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