Abstract
The problem of retiming over a netlist of macro-blocks to achieve the minimal clock period, where the block internal structures may not be changed and flip-flops may not be inserted on some wire segments, is called the optimal wire retiming problem. To the best of our knowledge, there is no polynomial-time approach to solve it and the existence of such an approach is still an open question. In this paper, we present a brand new algorithm that solves the optimal wire retiming problem with polynomial-time worst case complexity. Since the new algorithm avoids binary search and is essentially incremental, it has the potential of being combined with other optimization techniques. Experimental results show that the new algorithm is very efficient in practice.

1 Introduction
With a great market drive for high performance and integration, operating frequencies and chip sizes of System-On-Chip (SOC) are dramatically increasing. Industry data showed that the frequencies of high-performance ICs approximately doubled every process generation and the die size also increased by about 25% per generation. With such short clock periods, the communication among different blocks on an SOC circuit of ever increasing complexity is becoming a bottleneck: even with interconnect optimization techniques such as buffer insertion, the delay from one block to another may still be longer than one clock period, and multiple clock cycles are generally required to communicate such a global signal.

This trend has motivated recent research within Intel [3] and IBM [8] on how to insert flip-flops on a given net if the communication between the pins requires multiple clock cycles. However, inserting flip-flops within a circuit will change its functionality, and inserting arbitrary number of them on a net without considering global consistency will destroy the correctness of a circuit.

Retiming [12] is a traditional sequential optimization technique that moves flip-flops within a circuit without destroying its functionality. In traditional settings, retiming was used mainly on gate level netlists [16, 7, 11, 15, 19]. Although some research incorporated wire delays in retiming [11, 17, 5], they did not consider the situation where multiple flip-flops may be on a global interconnect. Not until recently [13, 2, 14, 18], the alternative utility of retiming—that is, besides its computational function, a flip-flop can be used to fulfill communication buffering requirements—has been explored.

Since dominant wire delays can only happen on global wires, it is more meaningful to formulate the problem at the chip level as in [13, 14], that is, the design we deal with is a netlist of macro-blocks. The wires within a block are relatively much shorter thus do not need multiple clock periods for propagation. In SOC design, many of the macro-blocks are IP (Intellectual Property) cores. Some of these blocks may be combinational circuits, and others sequential. Because of the existence of pre-designed blocks such as IP cores or regular-structured blocks such as memories, (combinational) buffers or flip-flops may not be inserted everywhere [20].

In this application, the approaches in [2] cannot be used because they took into account only gates and cannot be extended to handle complex blocks. On the other hand, our previous work [13] solved the problem with complex blocks by proposing timing macro-models to model the timing behavior of the blocks, based on which a set of integer difference inequalities was shown to be both necessary and sufficient, thus quantified a feasible solution. Although it gave a polynomial-time algorithm for feasibility checking, the complexity was high, making it inhibitive even for checking circuits with about 1000 vertices. Furthermore, it only gave a fully polynomial-time approximation scheme (FPTAS) for clock period minimization, that is, the overall complexity was dependent on a given precision. The same thing was also true in [2] and our improved work [14].

Other FPTASs were proposed in [9], where the binary search approach was used to deal with retiming in the continuous domain. Although a tight lower and upper bound can be obtained, the candidates of possibly feasible clock periods are innumerable in the continuous domain, which is different from Leiserson and Saxe [12]. Therefore, a precision is required to terminate the binary search. However, the introduction of precision leads to a trade-off between the accuracy and the computational complexity. Theoretically, it fails to be a polynomial-time approach as no precision is sufficient for exact solution.

In this paper, a polynomial-time incremental algorithm is proposed to compute the minimal clock period without using the binary search. To the best of our knowledge, it is the first work that shows the optimal wire retiming problem in the continuous domain can be solved in polynomial time.

2 Problem formulation
The problem we want to solve is the same as [13, 14], which is the retiming on an SOC design with a given block placement (also known as floorplan) and a global routing of the global wires. In Figure 1(a), we show a typical SOC design, including a combinational block, a sequential block, and a net part of which goes through buffer forbidden areas (illustrated as shaded regions). Different blocks can also be classified into two categories: complete bipartite and non-complete bipartite. For the example in Figure 1(a), the sequential block is complete bipartite, while the combinational block is non-complete bipartite as there is no path from b to p. We will also use the same timing models to specify the timing behavior of the circuit. To avoid repetition, we only outline the models below. Interested readers may refer to [13] for details.

The model for a combinational block is straightforward. Edges between inputs and outputs are introduced to represent the path delays between them. Since we only care about the set-up conditions of flip-flops, if minimum and maximum delay pairs are given for a combinational block, only the maximum delays are taken. In the model for a sequential block, a
flip-flop change on any edge. Given a directed graph \(G = (V, E)\) with two types of edges \(E = E_1 \cup E_2\), where each edge \(e \in E\) has a delay \(d(e)\) and a weight (representing number of flip-flops) \(w(e)\), find a retiming—i.e. a relocation of flip-flops in the graph—such that: 1. there is no flip-flop change on any edge \(e \in E_1\); 2. the delay between two flip-flops on an edge \(e \in E_2\) is linear in terms of their distance; 3. the clock period (i.e. the maximum delay between any two consecutive flip-flops, treating primary inputs/outputs as flip-flops) is minimized.

3 Notations and constraints

From the formulation of the problem, we already have a delay label \(d : E \rightarrow R^+\) and a weight label \(w : E \rightarrow Z^+\). We will adopt the tradition to use a label \(r : V \rightarrow Z\) to denote the number of flip-flops moved over a vertex and a label \(t : V \rightarrow R\) to denote the arrival time of the vertex. Similarly, the arrival time of a flip-flop is the arrival time of its input.

For any path \(p \in G\), we use \(d(p)\) to denote the delay along \(p\), which is the sum of the delays of \(p\)'s constituent edges. Similarly, \(w(p)\) denotes the number of flip-flops on \(p\) before retiming, which is the sum of the weights of \(p\)'s constituent edges. To ease the representation, we use \(w_r(u, v)\) to denote the number of flip-flops on \((u, v) \in E\) after retiming, i.e.,

\[w_r(u, v) = w(u, v) + r(v) - r(u).\]

We also use \(w_r(p)\) to denote the number of flip-flops on \(p = u \sim v\) after retiming: \(w_r(p) = w(p) + r(v) - r(u)\). When a path actually forms a cycle \(c\), \(d(c)\) (\(w(c)\)) includes the delay (weight) of each edge in the cycle only once. Since retiming will not change the number of flip-flops in a cycle, \(w(c)\) is independent of retiming. To avoid disturbing issues regarding zero weight cycles, we assume in this paper that \(w(c) > 0\) for all \(c \in G\). The cycle ratio of \(c\) is defined as \(\rho(c) = d(c)/w(c)\) [6].

Similar to [13], a vertex \(M\) is introduced into \(G\), as well as directed forbidden edges from each primary output to it with zero delays and weights, and from it to each primary input with delay zero but weight one.

3.1 Constraints for retiming validity

A valid retiming must satisfy the following constraints.

\[r(u) = r(v), \quad \forall(u, v) \in E_1 \quad (1)\]
\[w_r(u, v) \geq 0, \quad \forall(u, v) \in E_2 \quad (2)\]

3.2 Constraints for timing validity

Let \(T\) denote a given clock period. Timing validity refers to the following constraints.

\[t(v) = \max\left(0, \max_{\forall(u, v) \in E} t(u) + d(u, v) - w_r(u, v)T\right), \forall v \in V \quad (3)\]
\[t(v) \leq T, \quad \forall v \in V \quad (4)\]

Edge \((u, v)\) is called a critical edge if \(t(v) = t(u) + d(u, v) - w_r(u, v)T\). Likewise, critical paths and critical cycles can be similarly defined. Our task is to find the minimal \(T\) with which both retiming and timing validities are satisfied.

4 Algorithm

Our strategy is to first construct a starting point, i.e., a retiming satisfying (1)-(4), and then gradually target the minimal clock period with (1)-(4) inviolate.

4.1 Initialization

Naturally, the original flip-flop configuration satisfies retiming validities, and can be initialized to satisfy timing validities as well. A simple procedure as in Figure 2 will generate a starting point satisfying (1)-(4) with \(r(v) = 0, \forall v \in V\). The idea is to line up the flip-flops on each edge \((u, v) \in E\) together immediately before \(v\). When completed, it returns a clock period \(T\) and the corresponding \(t\) values.

4.2 Base algorithm

Suppose there exists another retiming \((\bar{r}, \bar{t}, \bar{T})\) satisfying (1)-(4) with \(\bar{T} < T\). Intuitively, to reduce \(T\) to \(\bar{T}\), there are two possible adjustments. One is to locally reposition flip-flops under \(\bar{r}\), that is, without changing the number of flip-flops on each edge. The other allows such changes. A straightforward strategy is to iteratively apply these two adjustments in a way that is guaranteed to lead to the minimal clock period. We
will outline our algorithm and explain how to reduce \( T \) under \( r \) in this section, and elaborate the second adjustment in the next section.

To reduce \( T \) under \( r \), we actually want to find the minimal \( T \) under \( r \) with which (3)-(4) are satisfied. If we neglect (4) for a moment, it reveals that solving (3) is equivalent to computing the maximum cycle ratio (MCR) of \( G \). Burns’ algorithm [1], which is known to be one of the fastest algorithms for MCR computation within polynomial time [6], actually solves a general form of (3) to obtain the minimal \( T \).

Further taking (4) into account, we found that Burns’ algorithm can be extended to obtain the minimal \( T \) with which both (3) and (4) are satisfied. We describe it in Figure 3. The basic idea is to iteratively reduce \( T \) and update the corresponding arrival times \( t \) until either the minimal \( T \) under the current \( r \) is reached, or the optimality of \( T \) for the wire retiming problem is certified.
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**Lemma 2** A feasible clock period $T$ must satisfy

$$T \geq \rho^* = \max_{cyc \in C} \rho(c).$$

**Corollary 2.1** When the algorithm in Figure 3 detects a critical cycle, current $T$ and $r$ is an optimal solution.

Alternatively, if $\theta = 0$, we know $t(v) = T$ for some $v \in V$. In fact, it implies that we have reached the minimal clock period under the current $r$, which is specified in the following lemma.

**Lemma 3** If $t(v) = T$ for some $v \in V$, then there exists a path $p = u \sim v$ such that $t(u) = 0$, all flip-flops on $p$ have arrival times $T$, and any retiming satisfying (1)-(4) but with a smaller clock period must have more than $w_r(p)$ number of flip-flops on $p$.

**Proof:** Consider the edges terminating at $v$. They cannot all be non-critical, otherwise $t(v) = 0$ by (3), which is kept by Lemma 1. Therefore, there must exist a critical path $p$ from some root $u \in G_c$ to $v$, on which all flip-flops have arrival times $T$. Since $u$ is a root, all edges terminating at $u$ have to be non-critical, that is, $t(u) = 0$.

For the seek of contradiction, we assume that there exists a retiming $(\hat{r}, \hat{\ell}, \hat{T})$ with $\hat{T} < T$, such that $w_r(p) \leq w_r(p)$, i.e., $\hat{r}(v) - \hat{r}(u) < r(v) - r(u)$. Given the path delay $d(p)$ is equal to $(w_r(p) + 1)T$, we have

$$\hat{r}(v) \geq \hat{r}(u) + d(p) - w_r(p)\hat{T}$$
$$\geq \hat{r}(u) + (w_r(p) + 1)T - w_r(p)T$$
$$\geq T$$

Hence, $\hat{T} \geq T$, a contradiction. That is, $w_r(p) > w_r(p)$ must be true.

Therefore, if $T$ is not the optimum, we must have

$$\hat{r}(v) - \hat{r}(u) > r(v) - r(u).$$

Since it is not the absolute values of $r$ but their differences that are relevant in the retiming, we can either increase $r(v)$ or decrease $r(u)$ to approach $\hat{r}$. No matter which one is chosen, the amount of change should only be 1 since we do not want to over-adjust $r$. Without loss of generality, we choose to increase $r(v)$ by 1 in our implementation.

Given the unimportance of the absolute values of $r$, we can also conclude that there must exist an optimal retiming $(\hat{r}, \hat{\ell}, \hat{T}^*)$ satisfying (1)-(4) with the optimal $T^*$, such that $\hat{r}(v) > 0$ for all vertex $v \in V$, and $\hat{r}(\gamma) = 0$ for some vertex $\gamma \in V$. In particular, we call such an optimal retiming an irredundant optimal retiming. In fact, there could be a bunch of irredundant optimal retimings. Among them, we define the least optimal retiming $(\ell^*, r^*, T^*)$ such that for all other irredundant optimal retiming $\hat{r}$, we have $r^*(v) \leq \hat{r}(v), \forall v \in V$. We then prove the existence of the least optimal retiming by showing that our algorithm will reach it in polynomial time.

**Theorem 1** The algorithm in Figure 3 will reach the least optimal retiming in polynomial time.

**Proof:** For all irredundant optimal retiming $\hat{r}$, we have $r(v) = 0 \leq \hat{r}(v), \forall v \in V$, after initialization. Let $T^*$ denote the minimal clock period under the current $r$. If $T^* = \hat{T}^*$, then current $r$ is actually $r^*$. Otherwise, when $T^*$ is reached, we must have $\theta = 0$. According to Lemma 3, we can locate a critical path $p = x \sim y$ such that

$$r(y) - r(x) < \hat{r}(y) - \hat{r}(x).$$

Since $r(x) \leq \hat{r}(x)$ and $r(y) \leq \hat{r}(y)$, if $r(y) = \hat{r}(y)$, it leads to $r(x) > \hat{r}(x)$, a contradiction. Therefore, $r(y) < \hat{r}(y)$. Thus, $r(y) + 1 \leq \hat{r}(y)$, that is, by increasing $r(y)$ by 1, the new $r$ configuration still satisfies $r(v) \leq \hat{r}(v), \forall v \in V$, for all $\hat{r}$. 
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By induction, \( r(v) \leq \bar{r}(v) \), \( \forall v \in V \), for all \( \bar{r} \), is always true before we reach \( T^* \). Let \( N \) denote the sum of all \( \bar{r} \) values for any particular \( \bar{r} \), i.e., \( N = \sum_{v \in V} \bar{r}(v) \). Given the complexity of Burns’ algorithm is \( O(\sqrt{V^2E}) \), we will reach \( T^* \) in \( O(\sqrt{V^2E} \cdot (N + 1)) \) time. When \( T^* \) is reached, the \( r \) at that moment is \( r^* \).

Based on this, we have the following theorems.

**Theorem 2** For the algorithm in Figure 3, if we have \( r(v) > 0 \) for all vertex \( v \in V \), we can terminate the algorithm.

**Proof:** Since \( r(v) > 0, \forall v \in V \), we have \( r(\gamma) > r^*(\gamma) = 0 \), meaning the algorithm has reached \( r^* \) and already gone beyond it. Thus, we can safely terminate the algorithm.

**Theorem 3** For the algorithm in Figure 3, if we have a vertex \( v \in V \) such that \( r(v) > N_f \), where \( N_f = \sum_{(u,v) \in E} w(u,v) \) is the total number of flip-flops in the circuit, we can terminate the algorithm.

**Proof:** Let \( V' \) be the set of vertices that can be reached from \( v \) in \( G \) regardless of edge directions, including \( v \). Suppose \( u \in V' \) is such a vertex whose \( r(u) = \min_{v \in V} r(v) \). All the possible relations between \( u \) and \( v \) are shown in Figure 5.

![Figure 5: Four possible relations between u and v.](image-url)

For case (a), we have \( w_r(p_1) = w(p_1) + r(x) - r(v) \). Because there is no direct path between \( u \) and \( v \), all paths between \( v \) and \( x \) must be from \( v \) to \( x \). Therefore, the flip-flops that were moved into \( p_1 \) are different from those that were originally in \( p_1 \). Thus, \( w(p_1) + r(x) \leq N_f \). It leads to \( w_r(p_1) < 0 \), which however is impossible when (2) is kept by Lemma 1.

For case (b), \( w_r(p_1) = w(p_1) + r(v) - r(x) \). By the same argument, the flip-flops that were moved into \( p_1 \) through \( x \) must be different from those \( w(p_1) \) number of flip-flops, that is, \( w(p_1) + r(v) \leq N_f \). Then, \( r(v) \leq N_f - w(p_1) \leq N_f \), which contradicts \( r(v) > N_f \). For case (c) and (d), if \( r(u) = 0 \), then more than \( N_f \) number of flip-flops must be moved into or out of the path between \( u \) and \( v \), which is impossible.

Therefore, \( r(u) > 0 \), and there are two possible situations. If \( V = V' \), it reduces to the situation in Theorem 2, by which we can safely terminate the algorithm. Otherwise, since the vertices in \( V - V' \) have no connection with those in \( V' \) at all, the vertices in \( V' \) and the edges connecting them actually constitute an independent sub-circuit \( G' \subset G \). The flip-flop configuration of a sub-circuit is also independent on those of others. Therefore, it must be true that \( r^*(\gamma) = 0 \) for some vertex \( \gamma \in V' \) and \( r^*(\delta) = 0 \) for some vertex \( \delta \in V - V' \). Given \( r(\gamma) \geq r(u) > 0 = r^*(\gamma) \), we know that the algorithm has already gone beyond \( r^* \), it then can be terminated.

**Corollary 3.1** \( r^*(v) \leq N_f, \forall v \in V \).

With Corollary 3.1 incorporated, we eventually have a polynomial bound for the computational complexity of the algorithm, which enables us to establish the correctness of the algorithm in the following theorem.

**Theorem 4** The algorithm in Figure 3 will terminate with the least optimal retiming in \( O(\sqrt{V^2E} \cdot N_f) \) time, where \( N_f \) is the total number of flip-flops in the circuit.

**Remark 1** The significance of the above theorem is not the actual formula of the bound, but showing that the optimal wire retiming problem can be indeed solved in polynomial time. Furthermore, caution should be used on this bound. First, a program will usually have great running time variations on different problem instances. The worst case running time may only happen on a few rare instances, thus may not be a good indication of the efficiency on most other instances. For example, the worst case assumes that the algorithm terminates when all \( r(v), \forall v \in V \), is increased to \( N_f \), which is hardly the case in real applications. Second, even the worst case happens on most problem instances, a bound may be loose due to the difficulty to have an accurate analysis. For example, Burns’ algorithm typically performs in \( O(\sqrt{E}) \) time on real circuits. These assumptions lead to an ideally worst case which is very unlikely to be attainable in reality. In other words, the bound in the above theorem is very loose. Since only necessary operations are conducted in the algorithm, it should be efficient on most instances. This is confirmed by our experimental results in Section 5.

### 4.4 Speed-up techniques

#### 4.4.1 A better initialization

In practice, the majority of the running time is consumed on iteratively computing \( \theta \) for \( T \) reduction. Let \( T_0 \) and \( T_0^* \) denote the clock period returned by the initialization and the minimal clock period under \( r \), respectively. Intuitively, the closer \( T_0 \) is to \( T_0^* \), the smaller the number of iterations the algorithm has to take to reach \( T_0^* \). Recall the initialization procedure we proposed in Figure 2, we found that it gave a very loose upper bound for \( T_0^* \) because all flip-flops were simply pushed to the ending points of the edges there. Therefore, a better method for initialization that can provide a tighter bound is desired. On the other hand, we should also avoid complicated methods whose overheads might dominate the overall complexity.

To meet both requirements, we adopt the same framework as in Figure 2, while proposing an idea of local flip-flop even distribution. More specifically, instead of pushing all flip-flops to \( v \) for all \((u, v) \in E \) with \( w_r(u, v) > 0 \) during the initialization, we check if \( t(u) + d(u, v) \leq w_r(u, v) + 1 \), where \( T \) is the current maximum of \( t \). In other words, we try to place the flip-flops on \( (u, v) \) to make their arrival times to be \( T \) and see if the resultant \( t(v) \) exceeds \( T \). If \( t(v) \) does exceed \( T \), we then update \( T \) and \( t(v) \) with \( t(u) + d(u, v) \) and \( w_r(u, v) + 1 \), meaning all flip-flops on \( (u, v) \) thus have the same arrival times as \( t(v) \), they are evenly distributed.

When completed, it gives a much better \( T_0 \), however, \( (3) \) might not be satisfied because now the arrival times of flip-flops on critical edges could be smaller than \( T_0 \). To truthify \( (3) \), we propose another procedure called initialize \( t \) with a given clock period, whose pseudocode is given in Figure 6.

The basic idea is to always make the arrival time of a flip-flop to be equal to the given clock period if possible.

Applying it with \( T_0 \), the arrival times of flip-flops on critical edges are then all equal to \( T_0 \), hence \( (3) \) is satisfied. Here, the resultant \( t \) will not violate \( (4) \) either.

By doing so, we obtain a better initialization within the same complexity, \( O(\sqrt{V^2E}) \). The new procedure also justifies the validity of the established correctness proof in Section 4.3.

#### 4.4.2 Multiple \( r \) increases

Another factor that affects the efficiency of the algorithm is the convergence rate of \( r \) to \( r^* \). In the base algorithm in Figure 3, when \( \theta = 0 \), there will be exactly one vertex \( v \) whose
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If the m label forms a cycle, we can terminate the algorithm.

Proof: Suppose the last m assignment is \( m(v) = u \), adding which the \( m \) label forms a cycle. Assume the assumption for adding \( m(v) = u \) is true, that is, we have not reached the optimal clock period yet. Then, by the definition of \( m, r \) will be increased along the cycle and finally result in \( r(v) > N_{ff} \), which by Theorem 3 implies that we have reached the optimal clock period, a contradiction. Therefore, what is in \( T^{opt} \) and \( r^{opt} \) is already the desired optimal solution.

It thus provides another criterion to terminate the algorithm. Furthermore, since maintaining \( m \) label and checking \( m \)-cycle will not increase the asymptotic complexity of the base algorithm, its inclusion will not affect the result in Theorem 4.

To further improve the efficiency, we will first test \( t \) at the beginning of each iteration to see if \( t(v) = T \) for some \( v \in V \). Unnecessary topological sort and succeeding \( \theta \) computations are thus saved.

5 Experimental results

We implemented the algorithm with the proposed speed-up techniques in a PC with a 2.4 GHz Xeon CPU, 512 KB 2nd level cache memory and 1GB RAM. In order to give a comparison with the results of our previous works [13, 14], we use the same test files, which are modified from ISCAS-89 suite with random delay assignment—1.0 and 2.0 units to gates (treated as macro-blocks) and 0.2 to 5.0 to wires. To reflect the impact of global interconnects in an SOC design, the delay range is intentionally chosen in order for the wire delay to be commensurate or even many times larger than the block delay.

Although we treat gates as blocks, they can only be complete bipartite as all gate has only one output. To further test the cases with non-complete bipartite (denoted as “non-CB” in Table 1 and 2) blocks, we apply hMETIS [10] to partition a circuit into groups. All edges inside a group are then treated as forbidden edges. For simplicity, we did not further apply our timing model to the partitions when generating the results. The number of partitions of a circuit, which is denoted as “No.Part” in Table 1, plays a key role in determining the percentage of non-complete bipartite blocks. To better reflect the influence of non-complete bipartite blocks on the optimal clock period, we intensively choose these numbers in order for the resultant difference to be significant.

In Table 1, we report the computed minimal clock period for each circuit. They match the results in both [13] and [14]. The lower bound \( \rho^* \) defined in Lemma 2 is also reported as a comparison. Since we approach the optimal clock period by gradual reduction in the algorithm, we also report the number of reductions for each test file in the column of “No.Step”. Note that, although we did not change the topology of the circuit after partitioning, we have forced the type of the edges within a group to \( E_1 \). The consequence configuration of edges has little to do with that before partitioning. We report them in one table only to share the basic circuit information, such as \(|V|, |E|, N_{ff} \) and \( \rho^* \), and to be consistent with the report format in [13, 14] for clear comparisons.

In Table 2, we highlight the difference of running time among the algorithms in [13], [14] (both with precision as 0.1) and ours, denoted as \( t_{ba1}, t_{ba2} \) and \( t_{new} \), respectively. The results clearly show that our new approach achieves multiple-order improvement over [13] and also generally better than [14]. It confirms that the bound in Theorem 4 is loose.

6 Conclusions

A polynomial-time algorithm for optimal wire retiming is presented in this paper. Contrary to all previous algorithms
Table 1: Minimal Clock Period

| Circuit | $|V|$ | $|E|$ | $N_f$ | $p$ | $w/o$ non-CB blocks | $w/ non-CB blocks$ |
|---------|-----|-----|------|-----|---------------------|---------------------|
| s386    | 519 | 700 | 51.0 | 13  | 51.1               | 51.1               |
| s400    | 511 | 665 | 21.0 | 120 | 32.2               | 32.2               |
| s444    | 557 | 725 | 21.0 | 289 | 35.2               | 35.2               |
| s838    | 1299| 1206| 32.0 | 76  | 76.0               | 76.0               |
| s953    | 1183| 1515| 29.0 | 60.6| 60.6               | 60.6               |
| s1488   | 2054| 2780| 6.0  | 70.1| 70.6               | 70.6               |
| s1494   | 2054| 2792| 6.0  | 76.8| 76.9               | 76.9               |
| s5378   | 7205| 8603| 179.0|111.0|111.2              |111.2              |
| s13207  | 19816| 22999|669.0|239.5|239.5             |239.5             |
| s35932  | 46097|58266|1728.|148.3|148.3             |148.3             |
| s35854  | 53473|66964|1452.|203.9|204.0             |204.0             |

Table 2: Running Time Comparison (Seconds)

<table>
<thead>
<tr>
<th>Circuit</th>
<th>$t_{new}$</th>
<th>$t_{new}$</th>
<th>$t_{new}$</th>
<th>$t_{new}$</th>
<th>$t_{new}$</th>
<th>$t_{new}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>s386</td>
<td>1.97</td>
<td>0.01</td>
<td>0.00</td>
<td>3.67</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>s400</td>
<td>1.64</td>
<td>0.01</td>
<td>0.03</td>
<td>3.38</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>s444</td>
<td>2.23</td>
<td>0.03</td>
<td>0.09</td>
<td>4.31</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>s838</td>
<td>8.79</td>
<td>0.03</td>
<td>0.00</td>
<td>33.42</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>s953</td>
<td>9.76</td>
<td>0.04</td>
<td>0.02</td>
<td>17.56</td>
<td>0.07</td>
<td>0.00</td>
</tr>
<tr>
<td>s1488</td>
<td>35.17</td>
<td>0.08</td>
<td>0.08</td>
<td>98.88</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>s1494</td>
<td>34.13</td>
<td>0.08</td>
<td>0.06</td>
<td>62.86</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>s5378</td>
<td>684.6</td>
<td>0.24</td>
<td>0.31</td>
<td>1344.74</td>
<td>0.29</td>
<td>0.00</td>
</tr>
<tr>
<td>s13207</td>
<td>-</td>
<td>1.07</td>
<td>3.46</td>
<td>-</td>
<td>206.52</td>
<td>0.02</td>
</tr>
<tr>
<td>s35932</td>
<td>-</td>
<td>18.63</td>
<td>7.55</td>
<td>-</td>
<td>6.19</td>
<td>0.19</td>
</tr>
<tr>
<td>s35854</td>
<td>-</td>
<td>7.44</td>
<td>30.17</td>
<td>-</td>
<td>21992.67</td>
<td>0.19</td>
</tr>
</tbody>
</table>

which used binary search to check the feasibility of a range of clock periods, the new algorithm directly checks the optimality of the current feasible clock period, and can thus either pushes down the period or certifies the optimality.

The underlying idea looks into the incompetent nature of the binary search approach in the continuous domain. At each step, the binary search gives the answer to the question if the current clock period is feasible. The optimality of a feasible clock period can only be established indirectly, that is, through the infeasibility of the next smaller clock period. If there is no next smaller clock period as in the continuous domain, the optimality will never be established in theory. However, in our algorithm, the question being answered at each step is if a feasible clock period smaller than the current one exists. Since it gives the existence answer, the optimality is established directly once we reach such a step that gives the answer: “No”.

Besides the difference of program methodology, our algorithm has many other advantages over the binary search approach. First of all, it is polynomial time bounded. No precision is required. Second, the implementation is simpler. No upper and lower bounds are needed. It is even automatically determined by the algorithm itself how far a necessary step is. The optimality will never be established in theory. Last, the algorithm is essentially incremental and has the potential of being combined with other optimization techniques, such as gate sizing, budgeting, etc., thus can be used in incremental design methodologies [4].
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